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Abstract. The early detection and accurate prediction of liver disease have become a critical focus 

due to the increasing prevalence of liver-related disorders. Identifying patterns in medical data to 

enhance diagnosis and prognosis is one of the major challenges in this domain. The exploration of 

Machine Learning (ML) algorithms for liver disease prediction has been driven by their promising 

results in various healthcare applications. This survey explores and evaluates the current machine 

learning models utilized for liver disease prediction to provide an overview of them. It also 

highlights potential areas that need improvement. This article assesses the reliability, performance, 

and effectiveness of various ML methodologies, including ensemble learning, decision trees, support 

vector machines (SVMs), and deep learning techniques, in the context of liver disease diagnosis. 
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1. INTRODUCTION 
 

Liver disease is a major global health concern, requiring timely diagnosis and prediction to improve patient outcomes. 

The increasing prevalence of liver disorders necessitates the development of advanced predictive models for early 

detection and effective treatment planning. Traditional diagnostic methods often struggle with accuracy and 

efficiency, making Machine Learning (ML) a promising approach for enhancing liver disease prediction [1-3]. The 

purpose of this survey is to systematically explore and evaluate the application of ML models in liver disease 

prediction. The complexity of liver disease, influenced by multiple factors such as lifestyle, genetics, and biochemical 

parameters, presents challenges that demand robust and data-driven solutions [2-6]. This paper covers a wide range 

of ML techniques, including Decision Trees, Support Vector Machines (SVMs), Neural Networks, and Ensemble 

Learning models, assessing their effectiveness and adaptability in medical diagnosis. By analyzing existing literature, 

this survey identifies key trends, challenges, and gaps in ML-based liver disease prediction. Furthermore, it outlines 

future research directions to improve model performance, interpretability, and real-world clinical integration. As ML 

continues to evolve, its combination with medical diagnostics is expected to lead to more accurate, scalable, and 

efficient liver disease prediction systems [7-10]. 

2. BACKGROUND 
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Liver Disease and Its Impact: Liver disease is a significant global health concern, affecting millions of individuals 

and leading to severe health complications. The liver plays a vital role in metabolism, detoxification, and biochemical 

regulation, making early disease detection essential for effective treatment. Liver disease can result from various 

factors, including viral infections, alcohol consumption, obesity, and genetic disorders. Timely diagnosis is critical, 

yet traditional diagnostic approaches often face challenges in accuracy, subjectivity, and accessibility [11-14].  

Challenges in Liver Disease Diagnosis: Traditional liver disease diagnosis relies on clinical tests, imaging 

techniques, and biopsies, which can be invasive, costly, and prone to human error. Liver function tests measure 

enzyme levels, but they may not always provide conclusive results. Additionally, medical imaging techniques such as 

ultrasound and MRI require expert interpretation, and liver biopsies pose risks of complications. These limitations 

necessitate the development of more accurate, automated, and non-invasive diagnostic tools [15-17].  

Importance of Machine Learning in Liver Disease Prediction:  Machine Learning (ML) has emerged as a powerful 

tool for enhancing liver disease diagnosis by identifying complex patterns in medical data. ML algorithms can analyze 

biochemical markers, patient demographics, and medical histories to predict disease presence and progression. By 

leveraging large datasets, ML models offer improved accuracy, efficiency, and objectivity in liver disease 

classification. This approach reduces dependency on invasive procedures and enables early detection, leading to better 

treatment outcomes [18]. 

 Limitations of Traditional Predictive Models: Conventional statistical models used in liver disease prediction often 

struggle to handle high-dimensional and imbalanced datasets. They may fail to capture intricate relationships between 

clinical features, leading to suboptimal predictions. Additionally, these models require extensive manual feature 

selection, making them less adaptable to diverse patient populations. Machine Learning overcomes these limitations 

by automatically extracting relevant features and improving predictive performance through continuous learning [19].  

Deep Learning in Medical Diagnostics: Deep Learning (DL) techniques, including Convolutional Neural Networks 

(CNNs) and Recurrent Neural Networks (RNNs), have demonstrated significant potential in liver disease detection. 

CNNs are particularly effective in analyzing medical images, such as liver ultrasound scans, while RNNs can process 

time-series data, such as liver enzyme trends. DL models enhance diagnostic accuracy by learning intricate patterns 

in clinical and imaging data, enabling automated disease classification and risk prediction [20]. 
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FIGURE 1. Performance Metrics (Confusion Matrix) for the Liver Disease Prediction Model. 

 

 
FIGURE 2. Liver Disease Prediction Using Machine Learning. 

  

3. LITERATURE REVIEW 

TABLE 1. Literature Review 

Author(s) Year Techniques/Algorit

hm Used 

Dataset Used Performance Limitations 

Veluvolu et al. 2015 Fuzzy Systems Clinical dataset Modest 

accuracy 

Limited scalability for 

large datasets, poor 



Saipriya et. al./Journal on Innovations in Teaching and Learning, 4(1), March 2025, 398-403 

 

 
Copyright@ REST Publisher                                                                                                                                           401 
 
 

generalization 

Gulia et al 2014 K-Means 

Clustering, Naïve 

Bayes 

Clinical dataset Naïve 

Bayes 

performed 

better 

Inefficient handling of 

complex feature 

interactions 

Patel et al. 2017 Artificial Neural 

Networks (ANN), 

Multilayer Perceptron 

(MLP) 

Indian Liver 

Patient 

Dataset 

(ILPD) 

Improved 

classification 

Lack of 

Interpretability in clinical 

settings 

Murugan et al 2020 Random Forest, 

Decision Trees 

ILPD Improved 

accuracy 

Class imbalance not 

properly handled, 

missing data issues 

Sharma 

& 

Gupta 

2021 Deep Learning 

(CNN) 

Liver Disease 

Dataset from 

UCI 

High accuracy 

(90%) 

Requires significant 

computational 

resources and time 

Sinha & 

Patel 

2021 Logistic Regression, 

Random Forest, 

KNN, Voting 

Classifier 

ILPD Accuracy of 

85% 

Failed to address 

missing data, high 

dimensionality 

problems 

 

Several studies have explored different machine learning and deep learning techniques for liver disease prediction. 

Veluvolu et al. (2015) utilized Fuzzy Systems, which demonstrated improved decision-making for uncertain and 

imprecise medical data. Gulia et al. (2014) employed K-Means Clustering and Naïve Bayes, focusing on 

unsupervised and probabilistic classification approaches to detect patterns in liver disease datasets. Patel et al. (2017) 

leveraged Artificial Neural Networks (ANN) and Multilayer Perceptron (MLP) to enhance predictive accuracy by 

capturing complex relationships in patient data. Murugan et al. (2020) used Random Forest and Decision Trees, 

which provided interpretable and robust classification results for liver disease diagnosis. Sharma & Gupta (2021) 

applied Deep Learning (CNN) techniques, showcasing the effectiveness of convolutional networks in extracting 

features from structured and unstructured medical data. Sinha & Patel (2021) conducted a comparative analysis of 

Logistic Regression, Random Forest, K-Nearest Neighbors (KNN), and Voting Classifier, finding ensemble learning 

techniques to be particularly effective in improving classification performance. Additionally, Kumar et al. (2022) 

introduced a Hybrid Machine Learning Model combining XGBoost with Feature Selection, which enhanced model 

efficiency by reducing redundant features while maintaining high predictive accuracy. These studies collectively 

highlight the advancements in liver disease prediction through various machine learning approaches, addressing key 

challenges such as feature selection, class imbalance, and model interpretability. 

 

TABLE 2: Features of the Dataset 
 

Feature selection Description Data type 

Gender Gender of the Patient (Male/Female) Categorical 

Age Age of the patient in years Numeric 

Total Bilirubin Total bilirubin level in blood(mg/dL) Numeric 

Direct Bilirubin Direct bilirubin level in blood(mg/dL) Numeric 

Alkaline Phosphate Alkaline Phosphate level in blood(U/L) Numeric 

Alanine Aminotransferase (ALT) Level of ALT enzyme in blood (U/L) Numeric 

Aspartate Aminotransferase (AST) Level of AST enzyme in blood (U/L) Numeric 

Total proteins Total Protein level in blood (g/dL) Numeric 

Albumin Albumin Level in blood (g/dL) Numeric 

Prothrombin Time Time taken for blood to clot (sec) Numeric 
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Result Diagnosis outcome (1 for liver disease, 

0 for no disease) 

Categorical (Binary) 

 

4. FINDINGS AND LIMITATIONS 

 

In this section, we present the key findings from the literature review, shedding light on the effectiveness of various 

machine learning and deep learning models in predicting liver disease. The studies reviewed demonstrate the growing 

trend of using advanced algorithms to achieve high levels of accuracy in liver disease prediction, with datasets such 

as the ILPD, UCI Liver Dataset, and Kaggle Liver Dataset being commonly used. For instance, the study in [7] 

leveraged Deep Neural Networks (DNNs) to achieve an impressive 98.72% accuracy on the ILPD dataset, indicating 

that DNNs are well-suited for handling complex disease prediction tasks. Similarly, the Transfer Learning (TL) with 

CNNs approach in [8] led to an accuracy of 98.34% on the UCI Liver Dataset, further demonstrating the power of 

deep learning in the context of liver disease prediction. In another study, hybrid models combining CNN and RNN, 

as seen in [9], showed significant improvement with 99.02% accuracy, proving that combining different neural 

network architectures can yield better results compared to traditional models. The application of LightGBM in [10] 

resulted in an accuracy of 97.45%, highlighting the model’s efficiency and performance when handling medical data 

for liver disease classification. Several studies have introduced novel approaches to enhance model performance. 

Feature selection techniques like greedy optimization, as proposed in [11], aimed at removing redundant features, 

ultimately improving model precision and recall. The use of Deep Autoencoders in [12] produced an accuracy of 

98.56%, showcasing the utility of autoencoders in feature extraction and dimensionality reduction, which can be 

particularly useful when dealing with large and complex medical datasets. However, despite the high accuracy levels 

achieved by these models, several limitations emerged throughout the review. A common challenge faced by many of 

the models is class imbalance in the datasets, which often leads to biased predictions. For example, in [13], where 

CNN with an Attention Mechanism achieved an accuracy of 98.42%, the issue of imbalanced classes was still 

prevalent, affecting the model's generalizability. Similarly, in [14], LSTM-GRU models demonstrated 97.61% 

accuracy, but struggled with missing or incomplete data in liver disease records, which is a recurring issue in medical 

datasets. This points to the need for effective data preprocessing techniques, such as imputation or data augmentation, 

to handle incomplete information more effectively. Another limitation observed in the studies was related to feature 

redundancy, where redundant features in the data made model training less efficient. The Ensemble Learning approach 

in [15], which combined Random Forest and SVM, successfully improved accuracy but introduced significant 

computational complexity. BiLSTM with Explainable AI (XAI) techniques, as proposed in [16], improved the 

interpretability of the predictions but faced challenges in detecting rare disease patterns, which often appear in medical 

datasets. Moreover, CNN-LSTM models in [17] achieved 96.15% accuracy, but their reliance on substantial 

computational resources limited their real-time applicability, posing a challenge for deployment in clinical settings. 

Additionally, models such as the KNN + Decision Tree approach in [18], which achieved 95.75% accuracy, were 

found to suffer from overfitting on certain liver disease markers, leading to lower precision in the final predictions. 

Other studies, such as [19- 20], which explored ANN, SVM, and GRU-based models, reported accuracies ranging 

between 94.92% - 96.23%, but faced difficulties in handling noisy medical data and achieving robustness against 

variations in the dataset. Despite these limitations, the studies consistently highlight the superiority of deep learning 

models over traditional approaches when it comes to liver disease prediction. However, challenges such as class 

imbalance, missing data, feature redundancy, and overfitting remain key obstacles to achieving optimal performance. 

Future research should focus on addressing these challenges by exploring data augmentation, more advanced feature 

selection techniques, and reduced computational complexity to improve the real-world applicability of these models 

in clinical environments. By overcoming these barriers, machine learning and deep learning models could significantly 

improve the accuracy, efficiency, and accessibility of liver disease diagnosis, ultimately leading to better patient 

outcomes. 
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5. FUTURE DIRECTION 

 

The application of machine learning (ML) in liver disease prediction has shown remarkable progress, but there are 

several avenues for further exploration to enhance accuracy, efficiency, and real-world applicability. Below are 

potential future directions in the field: 

 Multi-Modal Data Integration & Personalized Models – Future models should combine genetic data, 

clinical records, lifestyle factors, and medical imaging to enhance accuracy. Personalized ML 

models tailored to individual medical histories can provide more precise and actionable insights. 

 Explainability, Real-Time Monitoring & Adaptability – Developing explainable AI techniques will 

improve trust and clinical adoption. Real-time monitoring using IoT and wearable devices can 

enable continuous liver health assessment, while adaptive ML models should be fine-tuned to 

accommodate evolving disease patterns. 

 Handling Data Challenges & Temporal Analysis – Addressing class imbalance with data 

augmentation and synthetic data generation (e.g., GANs) is crucial. Leveraging longitudinal and 

time-series analysis can help predict disease progression and recommend timely interventions. 

 Advanced ML Techniques & Model Robustness – Hybrid and ensemble learning methods, 

including stacking, boosting, and bagging, can improve model generalization and reduce overfitting 

risks. Active learning strategies can also enhance model performance over time. 

 Privacy-Preserving & Cross-Domain Collaboration – Federated learning can ensure privacy while 

enabling large-scale collaborative ML training across institutions. Additionally, interdisciplinary 

research with fields like oncology and metabolic diseases can improve predictive accuracy and 

uncover shared biomarkers. 

6. CONCLUSION 

In conclusion, the application of machine learning (ML) in liver disease prediction holds significant promise for 

revolutionizing healthcare practices, offering early detection, personalized treatment plans, and improved patient 

outcomes. Through the use of advanced algorithms, ML models have demonstrated the ability to analyze complex 

datasets, uncover hidden patterns, and predict the likelihood of liver diseases with high accuracy. The integration of 

diverse data sources, such as clinical records, imaging, and genetic information, has the potential to further enhance 

the precision of these models. Despite these advancements, challenges such as class imbalance, data privacy concerns, 

and the need for explainable AI remain. However, the future of ML in liver disease prediction is bright, with ongoing 

research focusing on overcoming these limitations. As the technology continues to evolve, there is the potential to 

create real-time, personalized, and robust systems capable of supporting clinicians in making data-driven decisions, 

ultimately improving the early diagnosis, management, and treatment of liver diseases. 
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