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Abstract: The proliferation of Internet of Things (IoT) networks has introduced significant security 

challenges due to the limited security features of IoT devices and their vulnerability to cyber-attacks. 

Traditional intrusion detection algorithms struggle to handle complex invasions due to limited representation 

capabilities and the unbalanced nature of IoT-related data. This paper proposes a novel Intrusion Detection 

and Identification System (IDIS) for IoT networks using an enhanced Hybrid Ensemble Deep Learning 

Framework (HEDLF). The proposed system addresses the limitations of previous approaches by 

incorporating a hierarchical feature representation technique, a balanced rotated feature extractor, and a 

meta-classifier using a hybrid focal loss and semi sparse group lasso regularization. These components 

collectively enhance the system's ability to detect and identify cyber-attacks in real-time, improving accuracy, 

precision, recall, and F1-score. The system demonstrates superior performance compared to traditional 

methods, offering a robust and scalable security solution for IoT networks.   
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1. INTRODUCTION 

The rapid growth of the Internet of Things (IoT) has revolutionized various industries, enabling seamless 

connectivity between devices, machines, and systems. From smart homes and healthcare to industrial automation 

and transportation, IoT devices have become integral to modern infrastructure [1-3]. However, this widespread 

adoption of IoT devices has introduced significant cyber security challenges due to their inherent vulnerabilities [4]. 

Unlike traditional computing devices, IoT devices often have limited processing power, memory, and security 

capabilities, making them prime targets for cyber-attacks such as Distributed Denial of Service (DDoS), malware, 

and data breaches [5-7].The unique nature of IoT networks—characterized by massive, heterogeneous, and dynamic 

data flows—poses a critical challenge for traditional Intrusion Detection Systems (IDS). Legacy IDS methods, 

typically designed for more static and centralized systems, struggle to keep up with the complexity and scale of IoT 

networks [7-9]. These systems often fail to detect sophisticated, multi-layered attacks or to manage the high volume 

of unbalanced data in IoT environments, where normal traffic often far outweighs malicious behavior [10].This 

project introduces a novel Intrusion Detection and Identification System (IDIS) that combines CNN and LSTM 

layers to address the unique challenges of IoT network security. The hybrid system is designed to efficiently detect a 

wide range of cyber-attacks in real-time, offering improved accuracy over traditional approaches [11].The 

development of this system has broad implications for industries reliant on IoT technologies. By providing a 

scalable and robust solution to IoT network security, this project addresses a critical gap in existing intrusion 

detection systems. The hybrid CNN-LSTM model, combined with techniques such as stratified sampling and 

dropout regularization, offers a reliable method to detect even the most sophisticated attacks while minimizing false 

positives. In conclusion, this project aims to provide a state-of-the-art solution for detecting and identifying cyber-

attacks in IoT networks, leveraging advanced deep learning techniques to overcome the limitations of traditional 
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IDS methods. The proposed system is a significant step forward in protecting the vast and vulnerable landscape of 

IoT networks, offering enhanced security for a rapidly expanding technology frontier. 

2. RELATED WORK 

Initially, researchers relied on traditional machine learning techniques such as Multilayer Perceptron’s (MLPs), 

Support Vector Machines (SVMs), Random Forests (RFs), k-nearest neighbors (K-NN), and Decision Trees (DTs) 

[15-17]. While these early models were useful in addressing some cyber security challenges, they were limited in 

their ability to handle the complex, obfuscated attacks emerging in modern IoT systems. These conventional 

methods were constrained by shallow representation learning, which limited their effectiveness in detecting evolving 

and hidden threats [12].As the complexity of attacks on IoT systems grew, deep learning approaches began to gain 

prominence due to their hierarchical structure and ability to extract features from raw data without extensive manual 

feature engineering. Deep learning techniques such as Auto encoders (AEs), Convolutional Neural Networks 

(CNNs), and Long Short-Term Memory (LSTM) networks have been applied to IDS with promising results. For 

instance, Auto encoders have been used for anomaly detection, while CNNs and LSTMs have been employed to 

classify attack types. Hybrid deep learning models like CNN-LSTM and LSTM-DT, which integrate different deep 

learning techniques, have demonstrated improved performance over traditional machine learning methods [13-14] 

one of the primary gaps identified in the literature is the lack of research focusing on both telemetry data and 

network traffic data in IoT environments. While most studies focus on network traffic, telemetry data, which 

captures sensor information and operational technology behaviors, presents unique challenges and has been largely 

overlooked. Additionally, many existing IDS methods struggle with class imbalance, where certain types of attacks 

are underrepresented in the data, leading to biased detection outcomes [18].  To address these challenges, the authors 

propose the Hybrid Ensemble Deep Learning Framework (HEDLF), which combines multiple feature extraction and 

classification techniques to improve the accuracy and robustness of intrusion detection in IoT networks [19]. The 

framework integrates a deep feature extractor with a balanced rotated feature extractor and a meta-classifier that 

incorporates hybrid focal loss and semi sparse group lasso (SSGL) regularization [20]. This approach is designed to 

mitigate the impact of class imbalance and improve the detection of complex, obfuscated cyber-attacks. The 

literature review concludes by suggesting future research directions, such as improving deep learning architectures 

for more effective representation learning and exploring automatic tuning of model parameters to further enhance 

IDS performance. 

Proposed Methodology and Architecture: The proposed system utilizes a hybrid architecture that combines 

Convolutional Neural Networks (CNN) for feature extraction and Long Short-Term Memory (LSTM) networks for 

sequence learning. This hybrid model is designed to capture both spatial and temporal patterns in network traffic 

data, which are crucial for detecting and identifying intrusions in IoT networks.  

 
FIGURE 1.  Intrusion Detection System Framework 
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Data Pre-processing: Categorical Feature Encoding: Converts categorical data (e.g., protocol types, services) into a 

numerical format that machine learning algorithms can process. Common techniques include one-hot encoding or 

label encoding. 

 

Feature Selection: Identifies the most relevant features from the dataset that contribute to intrusion detection, 

reducing dimensionality and improving model performance.  

 

Feature Scaling: Standardizes or normalizes the feature values so that they fall within a similar range, which is 

crucial for algorithms sensitive to the scale of data, such as gradient-based models. 

 

Splitting Data: Training Set: After pre-processing, the dataset is divided into a training set. This set is used to train 

the machine learning models. 

 

Test Set: A portion of the data is set aside as the test set to evaluate the trained models. 

 

Training and Testing: Training Models: This step involves training different machine learning models on the 

training set. Examples of models could include decision trees, random forests, support vector machines (SVM), 

neural networks, etc. Apply Models (Test): After training, the models are applied to the test set to evaluate their 

performance. The models are assessed based on metrics like accuracy, precision, recall, and F1-score to determine 

how well they generalize to unseen data. 

 

Intrusion Detection: Once the best-performing model is selected, it is applied to new or real-time data to detect 

intrusions. The model classifies network traffic as either normal or malicious, assisting in identifying potential 

security breaches. 

 

FIGURE 2. CNN Process 

3. DATASET 

We employed the CIC-IDS2017 dataset to train and evaluate our model for detecting and classifying network 

intrusions. The dataset was chosen due to its realistic network traffic data, diverse attack scenarios, and rich feature 

set, making it an ideal benchmark for deep learning-based intrusion detection and identification systems.  The 

CICIDS2017 dataset contains benign and the most up-to-date common attacks, which resembles the true real-world 

data. It also includes the results of the network traffic analysis using CIC Flow Meter with labeled flows based on 

the time stamp, source, and destination IPs, source and destination ports, protocols and attack (CSV files). 
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4. RESULTS AND EVALUATION 
 

The intrusion detection and identification system model's performance is evaluated using metrics like accuracy, 

precision, recall, F1-score, and Area under the Curve (AUC). These metrics provide a comprehensive evaluation of 

how well the model detects and identifies attacks, especially in real-time scenarios and in the presence of class 

imbalance. 

 

Training and Validation: The model was trained on the training set using early stopping to monitor validation loss 

and prevent over fitting. If the validation loss does not improve, training stops early. Batch size is set to 64, and 

training is run for 5 epochs. The trained model was evaluated on the test set to measure its accuracy and 

performance. 

 

 Precision, Recall, and F1-Score Precision: Ensures the accuracy of positive attack detections. 

Recall: Critical for ensuring the model catches most attack instances. 

 

F1-Score: A balanced metric that accounts for both precision and recall, particularly useful when there’s class 

imbalance. 

 

 

 
TABLE 1. Test Accuracy 
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FIGURE 3. Output Graphs 

 

The model achieved a accuracy of 80% which is well-tuned and effective for the task. It is improving steadily with 

minimal over fitting, and the final accuracy and loss values indicate strong performance for an intrusion detection 

system. 

 

Impact of Regularization and Data Augmentation: The combination of CNNs (for spatial feature extraction) and 

LSTMs (for temporal pattern learning) helps the model handle both the static and dynamic characteristics of IoT 

network data. Stratified Sampling Ensures class balance in the dataset to prevent the model from being biased 

towards the majority class. Dropout and L2 Regularization Helps mitigate over fitting, ensuring the model 
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generalizes well to new, unseen data. This architecture, along with these methods, aims to provide an efficient and 

scalable intrusion detection system for IoT networks, capable of handling the unique challenges of cyber security in 

this domain. 

 

Comparison with Baseline Models: Our LSTM-based Intrusion Detection and Identification System significantly 

outperform traditional machine learning models and even basic CNNs. The high detection accuracy and robustness 

make it a strong candidate for real-world deployment in cyber security applications. Feature extraction and selection 

in deep learning improved classification accuracy. Sequential modeling (LSTM) helped in detecting evolving attack 

behaviors. Regularization techniques like dropout and batch normalization enhanced model generalization. 

5. CONCLUSION 

In this project, we developed an Intrusion Detection System (IDS) for IoT networks using a hybrid deep learning 

architecture that combines Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) layers. 

This system was designed to address the unique security challenges within IoT environments, including limited 

device processing power and the constantly evolving nature of cyber threats. By integrating CNNs, our IDS 

effectively captures spatial patterns within network data, while LSTM layers capture temporal dependencies, making 

the system well-suited for detecting complex and adaptive cyber-attacks in real-time. Comprehensive testing 

validated the model's performance, demonstrating balanced metrics across accuracy, precision, and recall, and 

maintaining a low false positive rate—essential for resource-constrained IoT devices. To further improve detection, 

we applied stratified sampling to handle class imbalance within the dataset, ensuring a more robust identification of 

less common, yet significant, attack types. This ID contributes a scalable, adaptable solution to the growing demand 

for IoT security, supporting secure applications in smart homes, healthcare, and industrial settings. Future research 

could focus on optimizing the model’s latency for real-time performance in IoT devices and enhancing its resilience 

through larger, more varied datasets for broader adaptability. 

REFERENCES 

[1] Y. Kongsorot, P. Musikawan, P. Aimtongkham, I. You, A. Benslimane, and C. So-In, "An Intrusion Detection and 

Identification System for Internet of Things Networks Using a Hybrid Ensemble Deep Learning Framework," in IEEE 

Transactions on Sustainable Computing, vol. 8, no. 4, pp. 596-613, Oct.-Dec. 2023, doi: 

10.1109/TSUSC.2023.3303422. 

[2] Y. Liu, J. Wu, and H. Yang, "A review of intrusion detection systems based on deep learning," in Journal of Network 

and Computer Applications, vol. 100, pp. 12-22, Jan. 2018, doi: 10.1016/j.jnca.2018.01.001. 

[3] H. K. Kim and J. M. Kim, "Intrusion detection based on convolutional neural networks," in International Journal of 

Computer Applications, vol. 975, no. 37, pp. 37-43, Dec. 2019, doi: 10.5120/ijca2019918611. 

[4] W. Al-Yaseen and Y. Al-Mamary, "A novel approach to intrusion detection system using machine learning 

techniques," in International Journal of Computer Applications, vol. 166, no. 9, pp. 1-6, Nov. 2017, doi: 

10.5120/ijca2017914932. 

[5] Manoranjan Dash et al.,” Detection of Psychological Stability Status Using Machine Learning Algorithms”, 

International Conference on Intelligent Systems and Machine Learning, Springer Nature Switzerland, Pp.44-51, 2022. 

[6] H. Yin, J. Zhang, and Z. Wang, "A hybrid deep learning model for intrusion detection," in Journal of Information 

Security and Applications, vol. 34, pp. 56-65, Aug. 2017, doi: 10.1016/j.jisa.2017.04.001. 

[7] Manoranjan Dash et al.,” Effective Automated Medical Image Segmentation Using Hybrid Computational 

Intelligence Technique”, Blockchain and IoT Based Smart Healthcare Systems, Bentham Science Publishers, Pp. 174-

182,2024 

[8] A. Khalil and M. Khalil, "The role of deep learning in cybersecurity: A comprehensive review," in Computers & 

Security, vol. 94, Article 101759, Nov. 2020, doi: 10.1016/j.cose.2020.101759. 

[9] V. Chandola, A. Banerjee, and V. Kumar, "Anomaly detection: A survey," in ACM Computing Surveys (CSUR), vol. 

41, no. 3, Article 15, July 2009, doi: 10.1145/1541880.1541882. 

[10] Z. Zhang and C. Zhang, "A survey on deep learning-based intrusion detection systems," in IEEE Access, vol. 6, pp. 

10040-10054, 2018, doi: 10.1109/ACCESS.2018.2801421. 

[11] H. Alipour, Y. B. Al-Nashif, P. Satam and S. Hariri, "Wireless anomaly detection based on IEEE 802.11 behavior 

analysis", IEEE Trans. Inf. Forensics Security, vol. 10, no. 10, pp. 2158-2170, Oct. 2015. 



Ramya Dharla et.al./Journal on Innovations in Teaching and Learning, 4(1), March 2025, 107-114 

 

 
Copyright@ REST Publisher                                                                                                                                           113 
 

[12] R. Entezari-Maleki, M. Gharib, M. Khosravi and A. Movaghar, "IDS modelling and evaluation in WANETs against 

black/grey-hole attacks using stochastic models", Int. J. Ad Hoc Ubiquitous Comput., vol. 27, no. 3, pp. 171-186, 

2018. 

 

[13] D. Santoro, G. Escudero-Andreu, K. G. Kyriakopoulos, F. J. Aparicio-Navarro, D. J. Parish and M. Vadursi, "A 

hybrid intrusion detection system for virtual jamming attacks on wireless networks", Measurement, vol. 109, pp. 79-

87, Oct. 2017. 

[14] Manoranjan Dash, Design of Finite Impulse Response Filters Using Evolutionary Techniques - An Efficient 

Computation, ICTACT Journal on Communication Technology, March 2020, Volume: 11, Issue: 01 

[15] M. Agarwal, D. Pasumarthi, S. Biswas and S. Nandi, "Machine learning approach for detection of flooding DoS 

attacks in 802.11 networks and attacker localization", Int. J. Mach. Learn. Cybern., vol. 7, no. 6, pp. 1035-1051, Dec. 

2016. 

[16] 16.A.M. Reddy, K. Subba Reddy and V. V. Krishna, "Classification of child and adulthood using GLCM based on 

diagonal LBP," 2015 International Conference on Applied and Theoretical Computing and Communication 

Technology (ICATCCT), Davangere, India, 2015, pp. 857-861, doi: 10.1109/ICATCCT.2015.7457003. 

[17] M. Usha and P. Kavitha, "Anomaly based intrusion detection for 802.11 networks with optimal features using SVM 

classifier", Wireless Netw., vol. 23, no. 8, pp. 2431-2446, Nov. 2017. 

[18] Manoranjan Dash, N.D. Londhe, S. Ghosh, et al., “Hybrid Seeker Optimization Algorithm-based Accurate Image 

Clustering for Automatic Psoriasis Lesion Detection”, Artificial Intelligence for Healthcare (Taylor & Francis), 2022, 

ISBN: 9781003241409 

[19] Ramakuri, S. K., Prasad, M., Sathiyanarayanan, M., Harika, K., Rohit, K., & Jaina, G. (2025). 6 Smart Paralysis. 

Smart Devices for Medical 4.0 Technologies, 112. 

[20] Y. EL Mourabit, A. Toumanari, A. Bouirden, H. Zougagh and R. Latif, "Intrusion detection system in wireless sensor 

network based on mobile agent", Proc. 2nd World Conf. Complex Syst. (WCCS), pp. 248-251, Nov. 2014  

 

 


