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Abstract. The "Real-Time Hand Gesture Recognition System" aims to enhance human-computer interaction 

using computer vision and machine learning techniques. Using the webcam for real-time video capture, the 

system uses OpenCV to process each frame in real-time. Thus, it recognizes hand gestures using models such 

as Cvzone's, Hand Detector or Mediapipe. After the hand is detected, it crops, resizes, and normalizes it for 

further review. Then, a pre-trained Convolutional Neural Network (CNN) model is used to classify the gesture, 

mapping that into predefined labels such as numbers, letters, or ASL signs. This therefore provides an efficient 

and natural interface for the users in particular with assistive technology applications.  
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1. INTRODUCTION 

 
Hand gesture recognition is becoming increasingly important in enhancing human-computer interaction (HCI), 

particularly in applications such as assistive technologies, gesture-based controls, and communication systems for 

individuals with disabilities. Traditional input methods like keyboards, mice, or touchscreens can be limiting, 

especially for people with physical challenges. Moreover, these systems lack the intuitive, natural interaction provided 

by vision-based gesture recognition. Therefore, a more efficient, accessible, and intuitive solution is necessary to 

address these challenges.  This project focuses on developing a Real-Time Hand Gesture Recognition System that 

leverages computer vision and machine learning to identify and interpret hand gestures. By using OpenCV for real-

time video processing and a pre-trained Convolutional Neural Network (CNN) for gesture classification, the system 

allows users to interact with devices using simple hand gestures. This contactless approach improves both usability 

and accessibility, providing a seamless user experience without the need for traditional input devices.  The system is 

designed to recognize static gestures, such as those in American Sign Language (ASL), and can be expanded to include 

dynamic gestures. By incorporating models like cvzone's HandDetector or Mediapipe for hand detection and tracking, 

the project ensures robust performance in real-time environments. Python libraries, deep learning frameworks like 

TensorFlow or Keras, and intuitive design allow the system to offer reliable and accurate gesture recognition.  
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2. LITERATURE SURVEY 
 

TABLE 1. 

Author(s) Title Published Proposed System 

Devira Anggi, Maharani 

Hanif, Fakhrurroja 

Riyanto, Carmadi 

Machbub 

Hand Gesture Recognition 

using K-Means clustering 

and SVM 

2018 School of Electrical 

Engineering and Informatics 

Illustrates the overall structure 

system for skeletal tracking 

and processing 

Vina Ayumi Performance evaluation of 

support vector machine 

algorithm for human 

gesture recognition 

2020, International Journal of 

Scientific Research in Science 

Engineering and Technology 

A wearable sensor-based data 

detection with camera setup 

and analysis 

Meng Wu Gesture Recognition based 

on Deep Learning 

2024, School of Physics and 

Information Engineering 

Uses deep learning techniques 

for hand detection 

 

Existing System  

 

Hand gesture recognition systems use a variety of techniques to identify hand movements, including Sensor-based 

systems. Use depth sensors and leap motion sensors to detect the position and orientation of the hand, as well as the 

number and position of fingers. The system then uses image processing to identify patterns in the hand's shape and 

position.  Some challenges of using hardware-based systems include: The hardware can be expensive, methods can 

be limited, and The hardware can be sensitive to user motions.  

 

Limitation of Existing System 

  

 High Sensitivity to Environmental Conditions: Accuracy drops with changes in lighting or complex 

backgrounds.  

 Hardware Limitations and Costs: Specialized hardware is expensive and can be prone to wear and tear.  

 Accuracy and Robustness Issues: Real-time recognition struggles with varied gesture speeds, angles, and 

user differences.  

 User Fatigue: Continuous gesture use can lead to physical fatigue, reducing system usability.  

 Limited Gesture Vocabulary: Expanding the gesture set can cause confusion between similar movements.  

 Privacy and Security Concerns: Camera-based systems may raise privacy issues due to continuous image 

capture.  

 Calibration and Setup Requirements: Systems often need time-consuming calibration and frequent 

adjustments.  

 

3. PROBLEM STATEMENT 

 
Existing hand gesture recognition systems face significant challenges with two main issues: sensitivity to diverse 

environments and limited gesture options. The systems are often limited by factors such as sensitivity to lighting 

changes, complex backgrounds, and the need for expensive hardware like depth sensors, infrared sensors, or wearable 

devices In addition, long periods of usage of a hand gesture recognition system can make the users tired, while 

expanding the gesture vocabulary may introduce ambiguity. Moreover, the existing systems involve complex 

configuration processes that make it hard for users to use the technology satisfactorily. Hence, it's needed to make a 

simpler, quicker, and friendlier system in hand gesture recognition that uses routine hardware, including accuracy and 

flexibility improvement, reduction of physical effort, and resolution of privacy issues, which would then make the 

interaction smoother. This project aims to address these limitations by developing a more robust, cost-effective, and 

user-friendly hand gesture recognition system that ensures high accuracy and responsiveness in real-world 

applications.  
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4. PROPOSED SYSTEM 
Input Module:  

 Video Capture: Captures live video stream from a webcam using OpenCV  (cv2.VideoCapture).  

 Preprocessing: Frames are processed in real-time, and hands are detected and cropped using the hand 

detection model (e.g., cvzone, HandDetector).  

 

Processing Module: 

  

 Hand Detection: A Convolutional Neural Network (CNN) or a pre-trained model is used to detect the hand 

and extract its bounding box from the video frame.  

 Image Normalization: The cropped hand is resized to a standard size (e.g., 300x300 pixels) while maintaining 

the aspect ratio and placed on a white background.  

 

Classification Module: 

  

 Gesture Classification: A machine learning model (e.g., CNN) is used to classify the hand gesture. The model 

outputs the predicted gesture and a corresponding label.  

 Post-processing: The recognized gesture is displayed in real-time on the screen using cv2.putText().  

 

Output Module:  

 

 Real-time Feedback: Displays the bounding box and the predicted gesture label on the live video feed.  

 Gesture Saving: Users can press a key to save the processed hand image with a unique timestamp.  

 

Hand Gesture Recognition Algorithm 

  

 Hand Detection: Detect the hand in each frame using the hand detection model (cvzone.  

 HandDetector). If a hand is detected, extract the bounding box (x, y, width, height) for further processing.  

 Video Capture: Initialize the video stream using the default webcam.  

 Image Preprocessing: Crop the detected hand from the frame. Resize the hand image while maintaining the 

aspect ratio, and place it onto a 300x300 white background.  

 Gesture Classification: Feed the processed hand image into a pre-trained CNN classifier. The model returns 

the predicted gesture and its label.  

 Real-time Feedback: Display the recognized gesture on the screen along with a bounding box around the 

detected hand.  

 Save Gesture Image: On a specific key press, save the hand image with a unique timestamp to a designated 

folder.  

 

Methods 

 

Convolutional Neural Network (CNN):  

 

 A CNN is used for gesture classification, which is ideal for processing images due to its ability to capture 

spatial hierarchies in data.  

 Input is the pre-processed hand image.  

 Output is the Gesture label (e.g., "Thumbs Up," "Okay").  

 

Preprocessing and Normalization:  

 

 Preprocessing involves cropping the detected hand, resizing the image, and placing it on a fixed background 

to standardize the input for the classifier.  

 

Hand Detection: 
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 Hand detection is performed using cvzone. HandDetector or a similar model capable of identifying hands in 

real time from video input.  

 

Real-time Feedback:  

 

 Visual feedback is provided by overlaying the gesture label on the live video feed, making the system 

interactive and user-friendly.  

5. DESIGN 
 

 
FIGURE 1. DFD 
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FIGURE 2. UML 

 

6. IMPLEMENTATION & TESTING 
 

Technology Used  

 Hand Gesture Recognition System depends on various technologies, which range from hand detection to 

gesture classification and further on to user interaction. The following technologies are used in it.  

 Programming Language: Python 3. x, famous for its vast libraries, to support wide-ranging applications in 

computer vision and machine learning.  

 Hand Detection Library: OpenCV, with the capabilities to do real-time image and video capture, and hand 

detection.  

 Gesture Detection Library: cvzone, the library is used for hand tracking and gesture recognition by making 

the process easier.  

 Machine Learning Framework: This project will use either TensorFlow or Keras to build and train the CNN 

used for gesture classification.  

 

Image Processing Libraries: 

 NumPy: The library is meant for efficient array manipulation along with numerical operations on images.  

 Pillow: Image processing operations like resizing and formatting  

 User Interface Library: Tkinter or similar framework for implementing a user interface with the system.  

 Real-Time Feedback: OpenCV functions that use drawing, including putting gesture labels and bounding 

boxes in the live video feed.  

 Database: SQLite or similar lightweight database for storing gesture data, logs, and user interaction.  
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Procedures  

 

Here are the procedures for your Real-Time Hand Gesture Recognition System:  

Video Capture and Hand Detection:  

 The webcam captures video feeds live in real-time.  

 OpenCV and CV zone recognize hands using a hand tracking model and draw a bounding box around that 

detected hand.  

Image Preprocessing:  

 The resized hand with an aspect ratio, taken from the frame, is pasted onto a 300x300 white background for 

consistency with input size.  

Gesture Classification:  

 Feed the pre-processed image of the hand into a pre-trained Convolutional Neural Network (CNN).  

 Use the network to decide which gesture the analyzed hand image represents.  

 Returns the predicted label for the gesture  

 

Real-Time Feedback:  

 The assigned gesture label is then displayed in real-time over the video feed using text overflows within 

OpenCV.  

 A bounding box has also been drawn around the detected hand to provide suitable and instant feedback to 

the user.  

Saving the Hand Image:  

 Users are enabled to save the processed hand image by clicking a predefined key.  

 The image is saved with an appended time stamp to avoid overwriting of older files.  

User Interface:  

 The system may contain a simple GUI for users to interact with, offering options for saving and displaying 

recognized gestures.  

  

Testing: Below are some test cases designed to validate the system:  

 

Test Case 1: Hand Detection Accuracy  

 

 Statement: The system should be able to identify hands, especially in low-light environments and different 

backgrounds.  

 Outcome: Normal, low light and highly illuminated situations should be properly detected by the system and 

the detection should work irrespective of the complexity of the background.  

 

Test Case 2: Gesture Recognition Accuracy  

 

 Statement: It should be able to categorize different gestures provided by the registered users in the right 

manner.  

 Outcome: The gestures and the gesture labels, such as "Thumbs Up," and "Palm Open," should be identified 

and labeled with maximum reliability.  

 

Test Case 3: Real-Time Feedback  

 

 Statement: For example, if it identifies a certain body gesture, the system should give the user instantaneous 

visual feedback on videos.  

 Outcome: Real-time reporting of gesture labels is expected; changes in the bounding box around the detected 

hand should also be correct.  

 

Test Case 4: System Response Time  

 

 Statement: Hand detection and gesture recognition should be done in the same manner as they take a 

relatively shorter time than executing other complex tasks in real  



Archana et al./ REST Journal on Data Analytics and Artificial Intelligence 4(1), March 2025, 495-504 

 

 
Copyright@ REST Publisher                                                                                                                                           501 
 

 Outcome: The fingers and palms should be recognized the action they are miming should be categorized and 

the changes on the screen should be reflected immediately in less than 2 seconds after the hand movement 

has been captured.  

 

Test Case 5: Gesture Vocabulary Expansion  

 

 Statement: New gestures added into the system should be recognized and classified without much tweaking 

on the system.  

 Outcome: Ideally, the system should be able to extend the number and type of recognizable gestures while 

little or no decrease in the accuracy of the gesture recognition is acceptable.  

 

Test Case 6: User Experience and Interface Usability Further Reading  

 

 Statement: For one, saving gestures and displaying identified labels ought to be easily achievable from the 

system.  

 Outcome: The users should be able to easily save the gesture images and should be able to comprehend 

whatever information is being displayed on the interface.  

 

7. RESULTS 
 

The training setup in a tool like Teachable Machine, where multiple hand gestures are labeled and trained using image 

samples.  
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The model identifies gestures in real time by comparing the live camera feed against the trained classes. The output 

shows the detected gesture label.  The model tracks hand landmarks, with lines and dots marking the key points on 

the hand, ensuring accurate gesture recognition.  Output suggests a fully functioning gesture recognition system 

capable of interpreting and identifying specific hand gestures from live video, which can be used for ASL 

interpretation.  

 

Result Analysis  

System Performance:  

 

 The system integrates real-time gesture recognition using machine learning techniques, with Python libraries 

like OpenCV and Mediapipe for video capture and hand detection.  

 The system accurately recognizes both static and dynamic hand gestures, achieving real-time recognition 

suitable for assisting deaf and mute individuals.  

 During testing, the system effectively detected gestures under various conditions, but performance may drop 

slightly in complex backgrounds or fast movements.  

 

Accuracy and Efficiency:  

 The system demonstrates high accuracy in recognizing various American Sign Language (ASL) gestures.  

 Response time is optimized to provide real-time feedback within milliseconds, ensuring the system operates 

efficiently for seamless user interaction.  

 

Security:  

 While security is less concerned than facial recognition systems, the system is robust against background 

noise, ensuring that only relevant hand gestures are detected and processed.  

 

Usability:  

 The system's automated recognition of gestures significantly reduced manual effort, aiding users who need 

assistance in sign language communication.  

 

Limitations:  

 The system showed some sensitivity to complex backgrounds and lighting variations, which can impact 

gesture detection accuracy.  

 Fast or dynamic gestures may not be captured effectively every time.  

 The gesture vocabulary can be expanded in future versions to support a wider range of gestures for enhanced 

versatility.  

 

8. CONCLUSION 
 

The Real-Time Hand Gesture Recognition System does a great job regarding the transition that hand gesture 

recognition goes through this system, it is a friendly approach for communication specifically to the deaf and mute 

people. Through implementing rigorous machine learning algorithms and real-time video analysis, the system even 

acquires a high recognition rate for multiple different gestures of American Sign Language (ASL). Hand detection 

algorithms should be effectively designed and combined with stability and performance guarantees, and real-time 

feedback should be applied to improve user interactivity.  Thus, during the recent testing, the system was able to prove 

its responsiveness to the different types of users and environmental settings providing consistently high results of the 

recognition.  There is an intuitive design that enables the user to engage with it easily and use it by any group of people 

they may be. However, there are still some problems, for example, instability when working with different levels of 

illumination and tiredness of the user's eyes during work. These limitations provide prospects for the future 

development and improvement of the approach.  In sum, the objectives of accuracy, user interactivity, and capacity 

characterizing the Real-Time Hand Gesture Recognition System are well achieved. The proposed system is useful in 

enhancing interaction and reducing barriers in various contexts. Its success provides evidence of how gesture 

recognition technology can be used as a tool to improve the interaction between humans and computers.  
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