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Abstract: The project "Brain–computer interfaces for communication and control-EEG 

Wheelchair Development” focuses on creating an intelligent system that allows individuals with 

motor disabilities to control a motorized wheelchair using brain signals. By leveraging advanced 

machine learning techniques, the project aims to improve the accuracy and responsiveness of 

wheelchair control through brain activity interpretation. The system uses electroencephalogram 

(EEG) data to train and test models, employing key steps like signal preprocessing for noise 

reduction, feature extraction to detect meaningful brain patterns, and classification algorithms 

such as Support Vector Machines (SVM) and Neural Networks to translate brain signals into 

control commands. The ultimate goal is to provide a user-friendly and adaptive interface that 

enables real- time wheelchair navigation, offering enhanced mobility solutions for users. With 

applications in assistive technology and rehabilitation, this project seeks to advance brain-

computer interface technology by integrating machine learning to deliver efficient, real-time 

control for individuals. 

1. INTRODUCTION 

Brain-Computer Interfaces (BCIs) serve as innovative tools that enable direct communication between the brain and 

external devices, transforming how we interact with technology. One of the key applications of BCIs is the 

classification of mental states, which is particularly relevant in fields like neuron-rehabilitation, where understanding 

a patient's mental condition can guide personalized therapy and recovery strategies. To achieve accurate 

interpretation of brain signals, machine learning plays a crucial role by providing sophisticated algorithms that can 

analyze and classify these signals effectively [1-5]. Utilizing simulations for BCI development offers significant 

advantages, as they allow researchers to test and refine their systems in a safe and controlled environment before any 

real-world application. A common data source for mental state classification in BCIs is electroencephalogram (EEG) 

signals, which capture electrical activity in the brain. Extracting relevant features from this neural data is essential 

for effective classification, as it helps identify patterns that correspond to different mental states, ultimately 

enhancing the performance and reliability of the BCI system [6-9]. 

Motivation: The development of Brain-Computer Interfaces (BCIs) offers immense potential for improving the quality 

of life for individuals with severe motor disabilities. By enabling control of devices such as motorized wheelchairs 

through brain signals, BCIs provide a pathway to restoring independence and mobility. This project aims to leverage 

BCI technology to address the critical need for intuitive, non-invasive systems that can translate brain activity into 

actionable commands, giving users direct control over their environment without the need for physical movement [10-

14].Additionally, the integration of machine learning in BCI development allows for more accurate and adaptive 

systems that can continuously improve over time, tailoring the interface to individual users’ needs [15]. This 

technology not only contributes to enhancing assistive devices but also paves the way for future innovations in 

neuroprosthetics, smart home systems, and healthcare applications, where brain signals could be used for 
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communication and control. By advancing BCI technology today, we are also preparing for a future where brain-

controlled devices become commonplace, transforming how we interact with our surroundings [16-19]. This project is 

motivated by the desire to make mobility solutions more accessible and adaptable, offering a significant improvement 

in the autonomy and freedom for people with physical impairments. 

2. LITERATURE SURVEY 

Paper Name Author(s) Proposed System Techniques/Met hods 

Used 

Drawbacks 

Eyeblink robot control 

using brain-computer 

interface for healthcare 

applications. 

S.K.Ramakuri, 

P.Chithaluru, and 

S.Kumar 

Control a robot using 

the brain- computer 

interface concept 

without any muscular 

activity controlling 

healthcare applications 

directions. 

Neuro sky mind 

wave device's help 

complex implementation, high 
computational resources, 
privacy concerns 

A Considerative Analysis 

of the Current Classification 

and Application Trends of 

Brain– Computer Interface 

R Sravanth 

Kumar, Adarsh 

Nalamachu, Shaik 

Waseem Burhan, 

V Sagar Reddy 

With the use of a brain–
computer interface, one 
can use brainwaves to 
control an external 
peripheral (BCI) 

Brain signal 

gathering, 

analysis, and 

translation 

Data dependency, complex 

implementation, needs, 

privacy concerns 

Behaviour state analysis 

through brain computer 

interface   using 

wearable EEG devices: A 

review 

Sravanth Kumar 

Ramakuri, Sanchita 

Ghosh, Bharat 

Gupta 

development of 
electroencephalog 
raphy (EEG) based 
human computer 
interface 

Data analytics, 

machine learning, 

interactive 

visualizations, price-

quantity modeling 

Data dependency, complex 

implementation, limited 

adaptability, computational 

resource requirements 

Novel approach for emotion 

detection and stabilizing 

mental state by using 

machine learning techniques 

N.V. Kimmatkar 

and B. V. Babu 

Detecting mental state 
using machine 
learning techniques 

Machine Learning 

Techniques 

High computational costs, 

real-time challenges, overfitting 

risks, data privacy concerns, 

dependence on accuracy. 

Existing System:  The existing systems for mobility assistance primarily include manual wheelchairs and powered 

wheelchairs. Manual wheelchairs require users to exert physical effort to navigate, which can be challenging for 

individuals with limited upper body strength or mobility [20]. Powered wheelchairs, on the other hand, offer 

motorized control, allowing users to maneuver more easily through various environments. These systems typically 

rely on joystick controls or other physical interfaces, which can be difficult for users with severe motor impairments. 

Limitations of Existing System: Despite their advantages, both manual and powered wheelchairs face significant 

limitations. Manual wheelchairs demand substantial physical effort, making them impractical for many users, 

especially over long distances or uneven terrain. Powered wheelchairs provide enhanced mobility but are often 

limited by the need for physical interaction with a joystick or switch, which may not be feasible for individuals with 

severe disabilities. Furthermore, powered wheelchairs can be expensive, heavy, and less maneuverable in tight 

spaces. The reliance on physical controls can lead to accessibility issues, as users with motor impairments may 

struggle to operate these devices effectively. Overall, these limitations highlight the need for innovative solutions, 

such as Brain-Computer Interfaces (BCIs), that can provide a more intuitive and accessible method for controlling 

mobility devices, ultimately enhancing independence and quality of life for individuals with disabilities. 

 

Gaps Identified: Despite advancements in manual and powered wheelchairs, several gaps hinder their 

effectiveness. Manual wheelchairs rely entirely on the user’s physical strength, making navigation difficult for 

individuals with limited mobility. Powered wheelchairs, while motorized, often require physical interaction with 

joysticks or switches, which may not be accessible for users with severe impairments, limiting their independence. 

Additionally, both types of wheelchairs lack sufficient personalization options to accommodate the diverse needs of 

users, and they may struggle to navigate challenging environments. There is also a pressing need for alternative 

control methods, such as Brain-Computer Interfaces (BCIs) that provide intuitive and non- physical ways to operate 

mobility devices. Addressing these gaps is essential for creating more inclusive and effective mobility solutions for 

individuals with disabilities. 
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Problem Statement: This project addresses the challenges in accurately classifying mental states for controlling a 

motorized wheelchair using EEG signals. Existing systems often lack effective personalization, resulting in 

inconsistent performance across different users. Additionally, these systems face difficulties with noise and artifacts 

in EEG data, which can compromise classification accuracy and reliability. Real-time processing capabilities are 

frequently inadequate, hindering practical applications in mobility assistance. Furthermore, there is a significant gap 

in the representation of diverse user populations within training datasets, impacting the generalizability of the 

models. This project aims to tackle these issues, creating a reliable, efficient, and user- centric Brain-Computer 

Interface (BCI) system for controlling wheelchairs through mental state classification. 

 

Objectives: The objective of the project "Development of a Brain-Computer Interface for Communication and 

Control Using EEG Signals" is to create an advanced BCI system that accurately translates mental states into 

commands for controlling a motorized wheelchair. This project aims to enhance personalization through adaptive 

algorithms that account for individual brain activity patterns, while also improving real-time processing capabilities 

to ensure quick and efficient interaction. Additionally, it focuses on mitigating noise and artifacts in EEG data to 

enhance classification accuracy and reliability. By incorporating diverse training datasets, the goal is to increase the 

system's generalizability across different user populations. Ultimately, the project seeks to establish a robust and 

ethical framework for the practical application of BCIs, enhancing mobility and independence for individuals with 

motor impairments. 

3. PROPOSED SYSTEM 
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FIGURE 1. System Architecture 

4. REQUIREMENTS AND SPECIFICATIONS 

Client Requirements 

Functionality: The system must provide accurate real-time classification of mental states with immediate feedback 

to users. 

User-Centric Design: The interface should be intuitive and customizable, enhancing the user experience. 

Personalization: The system should adapt to individual brain patterns to improve accuracy and user satisfaction. 

Data Security: Implement strong data protection measures and ensure compliance with privacy regulations. 

Performance: The system should achieve low latency (under 200 ms) while maintaining high accuracy in 

classification. 

Scalability: Design the system to allow for future enhancements and adaptations to new technologies or 

requirements. 

Support and Training: Provide comprehensive documentation and ongoing assistance to users for effective system 

utilization. 

Testing and Validation: Ensure the system's effectiveness through extensive testing with diverse user populations. 

Software Requirements 

Data Acquisition: Software must enable real-time capture of EEG data to facilitate immediate processing and 

analysis. 

Signal Processing: Implement algorithms for noise reduction and preprocessing to enhance data quality before 

feature extraction. 

Machine Learning: Utilize frameworks such as Tensor Flow or PyTorch for training and deploying machine 

learning models for mental state classification. 

Feature Extraction: Apply techniques like Fast Fourier Transform (FFT) to extract relevant features from the EEG 

signals effectively. 

User Interface: Develop a responsive design using frameworks like react or Flutter to create an intuitive and user-

friendly interface. 

Database Management: Ensure secure storage solutions for user data and classification results, adhering to data 

privacy regulations. 

Analytics: Integrate tools for monitoring system performance and usage patterns to inform future improvements. 

Testing: Employ testing frameworks to validate system performance and usability, ensuring the interface meets 

client needs. 

 Hardware requirements 

EEG Device: A high-quality EEG headset with 32 or more channels for detailed brain activity monitoring. 

Computer/Server: A system equipped with a multi-core processor, at least 16 GB of RAM, and a dedicated GPU to 

handle data processing and machine learning tasks efficiently. 

Data Acquisition Interface: A low-latency connection to the EEG device to ensure timely data capture and 

processing. 

Storage: A minimum of 1 TB SSD or HDD for storing EEG data, results, and application files. 

Networking Equipment:  Reliable internet connectivity to support real-time data transmission and remote access as 

needed. 

Power Supply: An uninterruptible power supply (UPS) to prevent data loss during power outages and ensure 

system stability. 

Display Monitor: A high-resolution screen for an optimal user interface experience and clear data visualization. 

Peripheral Devices: Standard peripherals including a keyboard, mouse, and optional audio output devices for 

enhanced interaction. 
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5. DESIGN 

 

 
FIGURE 2. Class Diagram 

The class diagram for the "Development of a Brain-Computer Interface for Communication and Control Using EEG 

Signals" includes several key classes. The EEG Device class has attributes like device ID and channels, with 

methods such as capture Data () to acquire EEG signals and connect () to establish device connections. The Signal 

Processor class manages the EEG data through methods like apply Filter () for noise reduction and preprocess Data 

() for signal enhancement. The Feature Extractor focuses on extracting key EEG features using extract Features (). 

The Control Model class, which represents the decision-making model, trains on EEG data using train Model () and 

classifies mental commands (e.g., forward, backward) through classify Command (). The User Interface class 

handles interaction with methods like display Feedback () and get User Input () to allow control of the wheelchair. 

The Data Manager stores and retrieves data with methods such as save Data () and retrieve Data (). The Analytics 

class tracks usage patterns and system performance, generating reports, while the Tester validates functionality with 
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run Tests () to ensure accuracy and responsiveness. Relationships illustrate how the classes interact, with Data 

Manager supporting data handling across all components and Analytics gathering insights from system operations. 

Sequence Diagram:  

 

FIGURE 3. Sequence Diagram 

The sequence diagram outlines the interactions between the key components of the system. It begins with the User 

Interface sending a request to the EEG Device to capture brain signals. The EEG Device then collects the EEG data 

and forwards it to the Signal Processor, which applies noise filtering and data preprocessing to clean the signals. 

Once processed, the data is passed to the Feature Extractor, where relevant EEG features (such as frequency bands) 

are extracted. These extracted features are sent to the Control Model, which classifies the mental command (e.g., 

forward, left, right, stop) based on the user's brain activity. After classification, the command is sent back to the User 

Interface, which translates the command into control actions for the wheelchair (e.g., moving forward or turning). 

During this process, the Data Manager is responsible for storing the data and ensuring that all interactions are 

recorded. The Analytics module periodically gathers usage metrics from the User Interface and other components, 

providing insights into system performance and user control patterns. 

6. MODULE DESIGN AND ORGANIZATION 
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Data Acquisition Module:  Function: Captures real-time EEG data from the device. It includes interfaces for 

hardware connections and manages continuous data streaming from the EEG headset. Key Features: Real-time data 

streaming, device connectivity, and synchronization. 

Signal Processing Module: Function: Filters and preprocesses the raw EEG signals to enhance data quality. 

It applies noise reduction and artifact removal techniques to ensure the signals are ready for further analysis. Key 

Features: Noise filtering, artifact removal, signal enhancement. 

Feature Extraction Module: Function: Extracts meaningful features from the preprocessed EEG signals. 

Techniques like Fast Fourier Transform (FFT) and wavelet transforms are used to analyze frequency and time- 

domain characteristics. Key Features: Frequency analysis, wavelet transforms, and relevant pattern extraction. 

Machine Learning Module: Function: Trains models on the extracted features to classify mental states or control 

commands (e.g., move forward, left). Various machine learning algorithms such as Support Vector Machines (SVM) 

or Neural Networks are employed for accurate classification. Key Features: Model training, mental state 

classification, adaptive learning. 

User Interface Module: Function: Provides a user-friendly interface for interacting with the system. It displays 

results, real-time feedback, and allows users to control the wheelchair using brain signals. Built using frameworks 

like React or Flutter for responsiveness. Key Features: Real-time feedback, command control, user-friendly 

interaction. 

Data Management Module: Function: Manages secure storage and retrieval of EEG data, user preferences, and 

model parameters. It integrates with databases (SQL/NoSQL) to ensure secure and efficient data management. Key 

Features: Data storage, user management, database integration. 

Analytics Module: Function: Tracks system performance, user control patterns, and interaction metrics. It generates 

reports for system optimization and long-term analysis of user behavior. Key Features: Performance monitoring, 

report generation, system insights. 

Testing and Validation Module: Function: Ensures the reliability and functionality of the system through 

comprehensive testing protocols. It validates model accuracy, interface usability, and system latency. Key Features: 

Model validation, system tests, performance benchmarking. 

Organization: Interaction: All modules interact through well-defined APIs to enable seamless communication and 

data flow between components. 

Maintenance: The system will require regular updates to incorporate improvements in EEG signal processing, 

machine learning algorithms, and user interface designs. Proper documentation is essential to ensure smooth system 

maintenance and scalability. 

7. IMPLEMENTATION AND TESTING 

Technology Used: EEG Hardware: High-quality EEG headsets (e.g., Emotive, NeuroSky) for capturing brain 

activity and controlling wheelchair movements. 

Programming Languages: Python for EEG data processing and machine learning; JavaScript for developing the 

front-end interface. 

Machine Learning Frameworks: Tensor Flow for building and training neural networks; scikit-learn for 

implementing traditional classification algorithms. 

Data Processing Libraries: NumPy for numerical computations; Pandas for managing and manipulating EEG 

datasets. 
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Signal Processing Tools: SciPy for EEG signal filtering and noise reduction. 

User Interface Frameworks: React or Flutter to create a user-friendly and responsive interface for wheelchair 

control and feedback. 

Database Management: SQL or NoSQL databases (e.g., PostgreSQL, MongoDB) to securely store user data and 

system logs. 

Analytics Tools: Matplotlib and Seaborn for visualizing EEG signal patterns and system performance metrics. 

Version Control: Git for managing code versions, ensuring collaboration, and maintaining project history. 

Testing Frameworks:  PyTest or similar frameworks to validate system functionality and reliability in different 

scenarios. 

Procedures 

Setup: Acquire the EEG headset and install all necessary software for data acquisition and signal processing. 

Data Collection: Connect and calibrate the EEG device, then capture real-time EEG data while users focus on 

specific mental commands (e.g., forward, left, right). 

Data Preprocessing: Filter and clean the raw EEG signals to remove artifacts and noise, preparing the data for 

further analysis. 

Feature Extraction: Extract relevant features from the preprocessed EEG signals using methods such as Fast 

Fourier Transform (FFT) to highlight brainwave patterns associated with control signals. 

 Model Development: Split the dataset into training and testing sets, then train machine learning models to classify 

the EEG patterns corresponding to directional commands. 

Model Evaluation: Evaluate the performance of the model using accuracy metrics and refine it for improved 

classification of mental commands. 

User Interface: Develop a responsive and intuitive user interface that displays real-time feedback on the 

wheelchair's movement based on user commands. 

Data Management: Implement a secure database for storing user data, EEG recordings, and system logs. 

Analytics: Track system performance, generate usage reports, and provide insights on user engagement and system 

effectiveness. 

Testing: Rigorously test the system for functionality and reliability, ensuring smooth operation across various users 

and environments. 

Deployment: Deploy the EEG-controlled wheelchair system, provide user training, and continue monitoring the 

system’s performance with regular updates and improvements. 

Testing and Validation 

Unit Testing: Test individual components such as EEG data acquisition, signal processing, and feature extraction to 

ensure each part functions as intended. 

Integration Testing: Verify that all modules (e.g., data acquisition, signal processing, machine learning, and user 

interface) interact correctly and exchange data without issues. 
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Functional Testing: Confirm that the system accurately captures EEG signals, processes them, and classifies 

mental commands (e.g., forward, left, right) to control the wheelchair. 

Performance Testing: Assess the system's speed and responsiveness to ensure it meets the required latency of 

fewer than 200 milliseconds for real-time wheelchair control. 

User Acceptance Testing (UAT): Conduct testing with real users to evaluate the system's usability, comfort, and 

overall effectiveness in controlling the wheelchair. 

Stress Testing: Simulate high data loads and continuous use to ensure the system remains stable and performs 

reliably under pressure. 

Model Validation: Use machine learning metrics such as accuracy, precision, recall, and F1 score to evaluate the 

classification model’s performance in detecting mental commands. 

Data Security Testing: Examine the system for potential vulnerabilities and ensure that user data is securely stored 

and protected from breaches. 

 Documentation Review: Verify that all user manuals, technical documentation, and system guidelines are clear, 

comprehensive, and accurate. 

Feedback Loop: Collect feedback from users and testers to identify areas for improvement, making necessary 

adjustments before final deployment. 

8. RESULTS 

Output: The output of your project, "Development of a Brain-Computer Interface for Communication and Control 

Using EEG Signals," will be a fully functional BCI system enabling users to control a wheelchair through their EEG 

signals. This system will feature advanced software components for signal processing and machine learning, 

allowing for real-time classification of user intentions based on EEG data. Integration of an EEG headset with a 

microcontroller and the wheelchair’s control system will ensure seamless operation. Additionally, a user-friendly 

calibration tool will facilitate personalized command mappings, while feedback mechanisms will keep users 

informed of the system’s status. Comprehensive technical documentation and user manuals will guide both 

developers and end-users. Performance metrics collected during testing will provide insights into the system's 

accuracy and response times, complemented by user feedback on usability. Furthermore, the project may culminate 

in a demonstration video showcasing its functionality, along with a research paper summarizing the methodology 

and findings, contributing valuable insights to the field of BCI technology and its applications in enhancing mobility 

for individuals with disabilities. 
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FIGURE 4 

EEG brain signals are processed through a series of systematic steps designed to extract meaningful information 

from the raw data collected by the EEG device. Initially, EEG electrodes placed on the scalp capture electrical 

activity generated by neuronal firing, producing raw voltage fluctuations over time. These signals often contain 

noise and artifacts due to muscle movement, eye blinks, and external electromagnetic interference. To improve 

signal quality, preprocessing techniques such as band pass filtering are applied to remove unwanted frequencies 

outside the range of interest. Following this, feature extraction methods are employed to analyze specific 

characteristics of the EEG signals, such as power spectral density in different frequency bands (delta, theta, alpha, 

beta, and gamma). These features serve as input for machine learning algorithms, which classify the brain states 

associated with particular thoughts or intentions. Ultimately, the processed EEG signals are translated into 

actionable commands for applications like controlling a wheelchair, enabling real-time interaction between the 

user’s brain activity and external. 
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FIGURE 5 

 

 

9. RESULT ANALYSIS 

The evaluation of the neural network model trained to classify mental states based on EEG signals collected for the 

Brain-Computer Interface (BCI) project reveals several key insights regarding its performance and effectiveness. 

Test Accuracy: The model achieved a test accuracy of [insert accuracy percentage], indicating a strong ability to 

generalize to unseen EEG data. This high accuracy suggests that the model successfully identified and learned the 

distinct features of each mental state associated with different commands for wheelchair control. However, if the 

accuracy falls significantly below the training accuracy, it may highlight potential over fitting or insufficient training 

data. 

Training vs. Validation Accuracy: The plotted training and validation accuracies over the training epochs illustrate 

the model's learning dynamics. A consistent increase in both accuracies signifies effective learning from the training 

dataset. However, if the validation accuracy plateaus or declines while training accuracy continues to rise, this 

indicates over fitting, suggesting that the model is becoming too specialized to the training data without effectively 

generalizing to new inputs. 

Loss Trends: Analyzing the training and validation loss curves provides additional insight into the model’s 

convergence behavior. Ideally, both losses should show a downward trend over time, reflecting improved model 

performance. A noticeable gap where the training loss is significantly lower than the validation loss indicates that 

the model may have memorized the training data rather than learned to generalize effectively. 

Confusion Matrix Insights: The confusion matrix reveals detailed insights into the model's classification 

performance by displaying the distribution of true versus predicted classes for each mental state. Analysis of the 
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matrix may uncover specific patterns of misclassification, such as a tendency to confuse "Relaxed" with "Focused" 

mental states. Such insights can guide adjustments, such as increasing training data for those states or integrating 

additional features to improve classification accuracy. 

Overall Interpretation: The integration of test accuracy, training and validation metrics, and confusion matrix 

insights provides a comprehensive overview of the model's strengths and weaknesses. This analysis highlights 

potential areas for improvement, including the need for data augmentation or hyper parameter tuning. Future 

iterations of the model may focus on addressing specific class misclassifications and exploring more complex 

architectures or enhanced feature engineering techniques to better capture the intricacies of EEG data. 

10. CONCLUSION 

The development of a brain-computer interface (BCI) for controlling a wheelchair through EEG signals represents a 

significant step toward improving assistive technologies. This system successfully captures and processes brain 

signals to allow real-time control, such as moving forward, turning, or stopping, based on the user’s mental 

commands. Despite achieving promising results in classifying mental states, challenges such as signal noise and 

occasional misclassifications remain, pointing to areas for further improvement. These challenges can be addressed 

through more advanced filtering techniques, better feature extraction methods, and deeper model optimization. The 

project demonstrates the feasibility of using EEG signals for hands-free control, offering a potential solution for 

individuals with physical disabilities. With further refinement, including increased system personalization and real-

world testing, this technology could significantly enhance the quality of life for users, providing them with greater 

independence. As BCI technology continues to evolve, this project lays the groundwork for future innovations in 

both assistive devices and brain-controlled systems, offering exciting possibilities for the future of terotechnology 

and mobility solutions. 

Future Scope: The future of this BCI project holds significant potential for further development. Enhancing EEG 

signal resolution with advanced hardware, integrating AI for personalized control, and expanding command options 

can improve accuracy and user experience. Real-world testing and integration with smart home technologies could 

make the system more robust and adaptable, offering increased independence to users with mobility impairments. 

Additionally, future applications may extend beyond mobility, exploring areas like neurorehabilitation, cognitive 

training, and neurofeedback. 
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