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Abstract: AI is becoming an integral part of medicine, enhancing patient care by optimizing processes and increasing accuracy, 

ultimately leading to improved healthcare outcomes. Machine learning assists in analyzing radiological images, pathology 

slides, and electronic medical records (EMRs), complementing clinicians’ expertise in diagnosis and treatment. Effective AI 

management requires strong communication, leadership, coordination, and oversight in a rapidly evolving field that leverages 

human intelligence to address complex decision-making challenges. As a multidisciplinary domain, artificial intelligence has 

evolved at the intersection of computer science, cybernetics, information theory, psychology, linguistics, and   neurophysiology 

While AI is on the rise, many people are still less familiar with its concepts. This comprehensive overview from Axis 1 aims to 

demystify AI for policymakers, opinion leaders, and the public, highlighting its growing influence and the social, economic, and 

governance challenges it presents. While most current AI research focuses on specific scientific and engineering challenges, 

often distinct from cognitive science, the concept of general AI has long served as a guiding vision. To advance AI in therapeutic 

science, initiatives such as the Therapeutics Data Commons are helping to access and evaluate AI performance across a variety 

of therapeutic approaches and discovery stages. Developing safe and effective medicines is essential to meeting the healthcare 

needs of billions of people around the world. Deep learning algorithms, a subset of machine learning, focus on understanding 

multiple layers of distributed representations 
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1. INTRODUCTION 

Managing artificial intelligence (AI) is very different from overseeing traditional information technology (IT). Unlike IT, which 

consists of fixed technologies, AI is a continuously evolving field of advanced computing. Modern AI is fundamentally driven by 

machine learning, which is increasingly autonomous, incorporates deep learning, and exhibits greater complexity than previous 

“intelligent” IT systems. Managing artificial intelligence (AI) is very different from overseeing traditional information technology (IT). 

Unlike IT, which consists of fixed technologies, AI is a continuously evolving field of advanced computing. Modern AI is 

fundamentally driven by machine learning, which is increasingly autonomous, incorporates deep learning, and exhibits greater 

complexity than previous “intelligent” IT systems. Managing artificial intelligence (AI) is very different from overseeing traditional 

information technology (IT). Unlike IT, which consists of fixed technologies, AI is a continuously evolving field of advanced 

computing. Modern AI is fundamentally driven by machine learning, which is increasingly autonomous, incorporates deep learning, 

and exhibits greater complexity than previous “intelligent” IT systems unlike passive machines that operate solely on mechanical or 

pre-programmed responses, AI systems demonstrate intelligence by acquiring and applying knowledge to solve problems. The 

concept of intelligence encompasses the ability to learn and adapt skills to different situations. Steve Jobs famously compared personal 

computers to “a bicycle for our minds,” emphasizing their role in improving human performance. The article suggests that AI-related 

lawsuits will be governed by existing product liability laws. Unlike passive machines that operate solely on mechanical or pre-

programmed responses, AI systems demonstrate intelligence by acquiring and applying knowledge to solve problems. The concept 

of intelligence encompasses the ability to learn and adapt skills to different situations. Steve Jobs famously compared personal 

computers to “a bicycle for our minds,” emphasizing their role in improving human performance. Although humans are inherently 

less energy-efficient in movement compared to some animals, the invention of the bicycle allows for much greater mobility with 

minimal effort, demonstrating how technology can amplify human capabilities. Steve Jobs often described his vision of personal 



Yashmeen et.al / Computer Science, Engineering and Technology, 2(4), December 2024, 19-23 
 

 

Copyright@REST Publisher                                                                                                                                        20 

computers as "a bicycle for our minds," highlighting their potential to enhance human thinking and performance. Unlike passive 

machines that operate solely on mechanical or pre-programmed responses, intelligent systems are able to acquire and use knowledge 

to solve problems. The concept of intelligence encompasses the ability to develop and use a variety of skills to effectively address 

challenges.1 The study of the creation of the term intelligence refers to the ability to acquire and use various skills and knowledge to 

solve a given problem in many cases, Steve Jobs described his vision for the personal computer in society as "a bicycle for our minds". 

Humans are relatively inefficient at moving from one place to another, requiring more calories than many animals to carry the same 

amount of weight. However, the invention of the bicycle significantly improved mobility, allowing people to travel more efficiently 

than any other human-powered machine. Steve Jobs compared personal computers to "a bicycle for our minds," emphasizing their 

ability to amplify human capabilities Humans are relatively inefficient at moving from one place to another, requiring more calories 

than many animals to carry the same amount of weight. However, the invention of the bicycle significantly improved mobility, 

allowing people to travel more efficiently than any other human-powered machine. Steve Jobs compared personal computers to "a 

bicycle for our minds," emphasizing their ability to amplify human capabilities. 

2. MACHINE LEARNING 

Humans are relatively inefficient at moving from one place to another, requiring more calories than many animals to carry the same 

amount of weight. However, the invention of the bicycle significantly improved mobility, allowing people to travel more efficiently 

than any other human-powered machine. Steve Jobs compared personal computers to "a bicycle for our minds," emphasizing their 

ability to amplify human capabilities.  Humans are relatively inefficient at moving from one place to another, requiring more calories 

than many animals to carry the same amount of weight. However, the invention of the bicycle significantly improved mobility, 

allowing people to travel more efficiently than any other human-powered machine. Steve Jobs compared personal computers to "a 

bicycle for our minds," emphasizing their ability to amplify human capabilities. Steve Jobs often described his vision for the personal 

computer as "a bicycle for our minds", emphasizing its potential to amplify human potential. In computing, an action refers to a 

structured sequence of human body movements. From a machine learning perspective, action recognition involves analyzing a series 

of images in a video to identify and classify specific movements. A major goal of machine learning research is the automated creation 

of models that serve as structures, algorithms, or representations of the core functions of a system. These models include predefined 

rules for mathematical operations, transformation processes that generate new formulas, and methodical approaches to data-driven 

decision making.  In computer vision, action recognition involves identifying and classifying actions within a video by examining a 

sequence of images. A major goal in machine learning research is to automatically generate models, which serve as structures, 

algorithms, or representations that define the underlying operations of a system. These models include predefined rules for 

mathematical computations, transformation processes that generate new sets of formulas, and method-based approaches aimed at 

generating data-driven outcomes.  An action is a coherent series of movements executed by the human body. In computer vision, 

action recognition involves detecting and classifying actions within a video by examining a sequence of images. A fundamental goal 

of machine learning research is the automated development of models, which serve as structures, mechanisms, or representations that 

define the key functions of a system or concept. It includes predefined rules for executing mathematical operations, processes for 

transforming sets of formulas into new ones, and method-based models designed to generate data-driven outcomes. An action refers 

to a structured sequence of human body movements performed in a specific order. From a computer perspective, action recognition 

involves detecting and classifying actions in videos by analyzing image sequences. The primary goal of machine learning research is 

to automatically generate models. These models serve as structures, mechanisms, or representations that define the underlying 

functions of a system or concept. They include predefined rules for executing mathematical operations, processes for transforming sets 

of formulas into new ones, and methodological approaches designed to produce data-driven decisions. The primary goal of machine 

learning research is to automatically generate models. These models serve as structures, mechanisms, or representations that define the 

underlying functions of a system or concept. They include predefined rules for executing mathematical operations, processes for 

transforming sets of formulas into new ones, and methodological approaches designed to produce data-driven decisions 

 

3. NEURAL NETWORKS 
  

As with statistical methods, background knowledge can be incorporated during development, but the system is designed to operate 

independently without human intervention. Given the increasing difficulty of encoding large amounts of knowledge in AI models, 

many researchers have turned their attention to machine learning as a solution to the knowledge acquisition challenge. This book 

provides a taxonomic analysis of machine learning, which is categorized primarily by learning strategies and secondarily by knowledge 

representation and application domains. This discussion provides a comprehensive overview of neural network models and the training 

techniques used to develop them. It also explores the key challenges in applying neural networks to real-world situations and highlights 

potential pitfalls that need to be considered. The first journal article on neural network applications in civil and structural engineering 
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was published in 1989, marking the beginning of extensive research in this area. Since then, numerous studies on neural networks have 

appeared in leading research journals. This review focuses primarily on their applications in structural engineering, construction 

engineering, and management, while also exploring their role in other civil engineering disciplines such as environmental and water 

resources engineering, transportation and highway engineering, and geotechnical engineering. Several factors contribute to this 

difference. The growing volume of medical, laboratory, and diagnostic imaging data demands advanced tools that can integrate and 

interpret complex information. However, traditional statistical methods fall short in this regard because they isolate and analyze data 

by focusing on individual components without considering the broader context. Artificial neural networks (ANNs), recognized for 

their powerful pattern recognition capabilities, play a key role in decision-making and classification tasks. Their reliability as robust 

classifiers is well established, leading to successful applications in a variety of domains. Neural networks have been used in a variety 

of domains, including using a layer-correlation algorithm to predict river flow, estimating the solubility of six heavy metals in sewage 

sludge by a biological leaching process (1995), and predicting flow conditions at the interface between stratified estuaries and the sea. 

ANNs have been used to improve facility selection for municipal solid waste incineration, to model level-discharge relationships at 

stream flow measurement stations along the Nile River, and to interpolate short-term ocean wave heights (weekly averages) using 

long-term remote sensing and satellite data. Their performance in solving nonlinear problems demonstrates their adaptability in various 

civil engineering applications Traditional computing relies on explicitly programmed algorithms, dating back to the work of Babbage, 

Turing, and von Neumann. In contrast, neural networks offer an alternative computational approach, where solutions are learned from 

examples rather than predefined rules. They have been used in a variety of applications involving continuous data, such as time-series 

analysis and structured information such as character sequences in words This   educational package is designed as a beginner's 

introduction to artificial neural networks (ANNs) for individuals with no prior experience in the field. It begins with a broad overview 

of network models before providing a general explanation of ANNs. The widely used back-propagation algorithm is a key focus, 

which serves as the foundation for many other algorithms. While a basic understanding of algebra, functions, and vectors is 

recommended, knowledge of differential calculus - although helpful - is not required. The content is structured to be accessible to those 

with a high school education  

4. DEEP LEARNING 

This educational package serves as an introductory guide to artificial neural networks (ANNs) for those with no prior experience in the 

subject. It begins with a broad overview of network models before providing a general explanation of ANNs. The widely used formal 

back-propagation algorithm, which forms the foundation of many algorithms, is a key focus fundamental grasp of algebra, functions, 

and vectors is recommended, though knowledge of differential calculus—while helpful—is not essential. The material is designed to 

be accessible to individuals with a high school education Deep convolutional networks have revolutionized the processing of images, 

videos, speech, and audio, whereas convolutional networks have demonstrated greater efficiency in managing continuous data like 

text and speech. Machine learning technology has become a crucial part of everyday life, driving web searches, filtering social media 

content, and enabling personalized recommendations on e-commerce platforms. Furthermore, it is increasingly integrated into 

consumer devices such as cameras and smartphones. Machine learning systems are used for tasks such as object recognition in images, 

speech-to-text conversion, personalized content recommendations, and providing relevant search results. A major breakthrough in 

deep learning came with its success in phonetic classification for automatic speech recognition, which marked its first significant 

industrial application. Deep convolutional networks have revolutionized the processing of images, videos, speech, and audio, while 

convolutional networks have proven to be very efficient at handling continuous data such as text and speech Machine learning systems 

are used for tasks such as object recognition in images, speech-to-text conversion, personalized content recommendations, and 

providing relevant search results. A major breakthrough in deep learning came with its success in phonetic classification for automatic 

speech recognition, which marked its first significant industrial application. Deep convolutional networks have revolutionized the 

processing of images, videos, speech, and audio, while convolutional networks have proven to be very efficient at handling continuous 

data such as text and speech. l at handling continuous data such as text and speech Machine learning has become an integral part of 

modern life, powering web searches, filtering social media content, and enabling personalized recommendations on e-commerce sites. 

It is also increasingly embedded in consumer devices such as cameras and smartphones These systems are used for a variety of tasks, 

including recognizing objects in images, converting speech to text, and matching content for news, social media posts, or products 

based on user preferences, as well as providing relevant search results. This capability enables efficient estimation of different network 

structures and deep exploration of the hyper parameter space of the model. Machine learning techniques are powerful tools for 

identifying functional relationships within data without relying on predefined rules. These applications typically follow a standardized 

workflow consisting of four main steps: data cleaning and preprocessing, feature extraction, model training, and evaluation. The most 

important advances in deep learning have emerged in the field of supervised learning. 
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5. CONCLUSION 

This capability enables rapid estimation of various network structures and deep exploration of the hyper parameter space of the model. 

Machine learning techniques act as adaptive tools to discover functional relationships within data without relying on predefined rules. 

These applications typically follow a standard machine learning workflow consisting of four primary steps: data cleaning and 

preprocessing, feature extraction, model training, and evaluation. The greatest achievements in deep learning have occurred in 

supervised learning scenarios, where large amounts of labeled training data support the development of complex models. These 

applications typically follow a standard machine learning workflow that includes four main steps: data cleaning and preprocessing, 

feature extraction, model training, and evaluation. Deep learning has achieved its most significant advances in supervised learning 

scenarios, where the abundance of labeled training data enables the creation of highly sophisticated models. This capability facilitates 

rapid evaluation of various network structures and deep exploration of the model's hyper parameter space. Machine learning techniques 

serve as versatile tools for identifying functional relationships within data without the need for predefined rules. These applications 

typically follow a standard machine learning workflow consisting of four main steps: data cleaning and preprocessing, feature 

extraction, model training, and evaluation. The most notable successes of deep learning have been achieved in supervised learning 

situations where sufficient labeled training data is available to effectively build complex models. This capability allows for rapid 

estimation of various network structures and detailed exploration of the model hyper parameter space. Machine learning techniques 

serve as versatile tools for identifying functional relationships within data without the need for predefined rules. These applications 

typically follow a standard machine learning workflow that includes four essential steps: data cleaning and preprocessing, feature 

extraction, model training, and evaluation. Deep learning has seen its greatest success in supervised learning situations, where large 

amounts of labeled training data facilitate the development of complex models. This capability enables rapid evaluation of various 

network structures and thorough exploration of the model’s hyper parameter space. Machine learning techniques serve as powerful 

tools for discovering functional relationships within data without relying on predefined rule these    applications generally adhere to a 

standard machine learning workflow that includes four key stages: data cleaning and preprocessing, feature extraction, model training, 

and evaluation. Deep learning has demonstrated significant success, particularly in supervised learning scenarios where ample labeled 

training data is available to construct complex models effectively. 
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