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Abstract: The (DSS) refers to technology based on computers that assists individuals or organisations in 

making sound decisions. By gathering and organising pertinent data, it offers a framework for analysing 

and assessing complicated situations. DSS allows users to explore multiple situations and analyse the 

potential effects of their decisions by integrating several decision-making models and methods. Real-time 

information, interactive interfaces, and data visualisation are provided to aid with intuitive decision 

making. DSS enhances decision-making processes by considering many elements, producing insights, and 

giving suggestions, thereby assisting users in making better informed and efficient judgements. It refers 

to computer-based technology that helps individuals or organisations make sound decisions. It analyses 

and interprets complicated data using technology, allowing people to obtain insights and assess probable 

consequences. DSS facilitates solving issues and making decisions processes through the incorporation 

of data management, modelling methodologies, and user-friendly interfaces. By offering appropriate 

information and analytical tools, it enables users to explore numerous possibilities, analyse risks, and 

uncover opportunities. DSS is a key tool in today's changing and data-driven corporate environment 

because of its capacity to speed decision-making and increase the quality of options. The significance of 

decision support system (DSS) research arises from its potential to revolutionise decision-making 

processes in a variety of sectors. Researchers can better grasp how technology may be utilised to help 

difficult decision-making activities by researching DSS. This research paves the way for the creation of 

more sophisticated and cleverer DSS tools that aid individuals and organisations make informed and 

optimum decisions. In addition, investigating the usefulness and usability of DSS aids in decision-making 

efficiency, accuracy, and risk reduction. Finally, research in this subject is critical to realising DSS's full 

potential, providing decision makers with effective tools to traverse the intricacies of the modern world. 

The MOORA (Multi-Objective Optimisation by Ratio Analysis) technique is a decision-making 

methodology that uses numerous criteria to assess options. This entails normalising the criteria, giving 

weights to represent their significance, and computing the benefit-to-cost ratios for each choice. The 

technique allows for fair comparisons while also providing a quantifiable measure of performance. These 

ratios are used to rate alternatives, assisting decision makers in selecting the most advantageous choice 

that advances many objectives. The MOORA technique gives a systematic and organised approach to 

multi-criteria decision making.  Alternative parameters taken as STAMI 1, STAMI 2, STAMI 3, STAMI 4, 

STAMI 5, STAMI 6, STAMI 7. Evaluation parameters taken as Parents income, parents dependents, 

semester, GPA.  in this paper STAMI 2 has the highest assessment value of 1.39 and STAMI 1 has the 

lowest assessment value of 0.04. decision support system shows the rank of alternative parameters. STAMI 

1 in 7th rank. STAMI 2 in 1st rank. STAMI 3 in 3rd rank. STAMI 4 in 4th rank. STAMI 5 in 5th rank. STAMI 

6 in 6th rank. STAMI 7 in 7th rank. 

 

Keywords: Parents income, parent’s dependents, semester, GPA, STAMI. 

 

1. INTRODUCTION 
Decision Support System "DSS" describes the concept of the role of computers in the decision-making process, 

and the term has become a buzzword among researchers, practitioners, and managers involved in management 

science and management. The field of information systems (MIS) thinks almost out of necessity. They focus on 

understanding and improving the decision-making process. Some researchers see DSS as a subset of MIS, while 

others see it as an extension of management science methods. The former thinks of decision support as allowing 

administrators access to data, the latter as providing access to analytical models [1]. Decision Support System 

"DSS" is an established research and development department. There has been an intense research effort in 
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emerging inter-departmental decision support systems (IDSS) to improve DSS performance and overcome 

challenges. This article provides an overview of current research efforts to develop the IDSS. This inventory 

targets the technologies that support this alliance from his ITSS integration features and various approaches. It 

describes, compares and categorizes current research activities and IDSS developments. The paper concludes that 

a commitment to integration can better support decision makers, lead to better decision-making and improved 

decision-making processes. His research on decision support systems and their applications grew significantly 

from the 1970s to the 1980s, and DSS was considered one of my most popular information systems at that time. 

His TSS Fly My Variety is calculated to support decision makers at all levels of an organization. These include 

systems that support problem framing, operations, financial management, strategic decision making, and 

optimization and simulation [2]. A Trade Organization Rule (MDSS) has been contracted to support decision 

makers in this regard. At the forefront, the acronym MDSS is used for both Marketing Decision Support System 

and "Marketing Decision Support System". and marketing decision support systems. Along this edge, MDSS 

includes a marketing model that allows you to perform what is called a "what if" analysis. Blasberg and Hoch 

(1990) reported that the combination of model and manager is often superior to the combination. Hoch (1994) 

believes that this is because the relative strengths of the model balance the relative weaknesses of the manager. 

This perk act clutch phasing increases the performance of the finder's decision to accept the MDSS. This research 

focuses on the implementation of a specific decision support system. The decision support system consisted of an 

analytical model (linear decision rules), a set of management statements, and a regression model representing the 

current relationship of the object's management model to evolutionary action. Management reports include income 

statement, 12-period demand forecast, last cycle forecast variance, labour and production reports. This report 

includes data on gross profit, material and labour costs, regular and overtime hours, actual and desired 

construction, actual economy, and final backlog. These reports are naturally generated and displayed at the end 

of each results cycle. A linear decision rule model (LDR) [5]. It's a difficult and hard process to create systems 

that support decisions for environmental applications. Decision-making and decision-support are challenging due 

to the complex of ecological decision-making problems, the expansion of the number of subjects, and the fierce 

struggle between competing interests. Since the 1970s, decision-support tools have been created to help address 

somewhat and unstructured decision-making issues. Despite their widespread use, several computerised decision-

support systems have failed when applied to complicated and unstructured issues, raising doubts about the 

viability of DSS development. The development process & growth of mDSS, a system to support decisions for 

managing water resources that was created as part of the MULINO research programme in Europe, are described 

in this article. The mDSS tool is made to combine multi-criteria assessment processes with environmental models, 

particularly hydrological models. The final version was produced after several prototypes. is anticipated by the 

project's three-year mark. The system's creation is motivated by the knowledge collected from several case studies 

that were picked from five different European nations. The MULINO research and the DSS both have the goal of 

assisting with the difficult choices related to public water management, but they also touch on the ideas concerning 

environmentally friendly river basin management that were established by the Directive on the Framework for 

Water Management. Elsevier Ltd. reserves all rights for 2004 [6]. This article's goal is to quickly examine these 

opposing viewpoints on DSS and to propose a framework that might help bring them together. The framework 

articulates and incorporates the primary concerns raised by multiple "stakeholders" in the creation of DSS, 

including system designers, MIS managers, info experts, and administration and professionals who utilise them. 

They are researchers who examine the DSS content and procedure as well as developers & integrators of 

associated technologies [7]. Only one information system specifically targeted at top management has succeeded 

when all others appear to have failed. A DSS is a computer system that interacts with various elements of the total 

information environment and relies on transaction processing systems. A system for assisting executives along 

with other specialists in their decision-making operations in organisations. There are, however, some small but 

significant distinctions in DSS and so-called standard ETP or MIS strategies. Furthermore, in order to address an 

unprecedented range of demands, these systems necessitate a novel combination of information systems 

technology. It is unclear how these technologies will work together or what major issues they will tackle. Indeed, 

this is a big part of the article's aim. But a Data Security System has a chance to become yet another formidable 

tool in the professional armoury of information systems for assisting in the improvement of people's performance 

in organisations [8]. Decision support systems are progressively using graphics, visual interactive modelling, and 

artificial intelligence technologies like AI tongues, systems of experts, speech detection, neural networks, and 

heuristics. There is a strong tendency in DSS modelling for three non-MS/OR techniques to come into their own 

to be effective DSS techniques: graphics, acritical intelligence, and machine learning. Another new DSS 

technology is visual interactive modelling, which enables a choice maker to construct and edit multiple images of 

decision possibilities. Many commercial software packages now incorporate graphic interactive sensitivity 

analysis [9]. Initially, they were utilised for administration and financial purposes, and this is still the case although 

the utilisation of technology to enhance medical decisions is growing. There is significant data from studies tells 

about different medical data that support decisions help physicians care for patients better. Computers are 

programmed to execute specified instructions. These instructions in health-care decision-making tools range from 
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basic do-it-yourself statements pertaining to a particular test result to more complicated clinical recommendations 

including hundreds of interrelated criteria. When proposing therapy, the app considers patient allergies, probable 

pathogens, geographic trends in resistance to drugs on the formulary, hepatic plus renal function, culture findings, 

and other considerations. The authors also said that manually collecting the data required to administer antibiotics 

might take up to 25 minutes. Patients who used this computer-assisted management programme for antibiotics 

received fewer antibiotic doses, had a smaller chance of an overdose, less prescriptions for drugs the patient was 

reacting with, more time in the hospital, and less hospital expenses than patients who did not use this programme. 

There are others besides these. There were several more enhancements, leaving little doubt regarding the benefits 

of using them over traditional means of purchasing drugs [10]. "Medical Decision Support Systems are Potential 

and Risks" released by the International Journal of Surgical Oncology, discusses both the disadvantages and 

possible advantages associated with EHR-integrated systems aimed to enhance patient outcomes and quality of 

treatment. According to the article, for CDSS to be efficient, system planning and development must involve 

multiple disciplines that know the hospital's flow and operations. The AHRQ study provides the following basic 

scenario to demonstrate the usefulness of CDSS in improving the worth of the EHR: While his doctor is out of 

town, an elderly asthmatic client with significant knee pain meets another physician at his physician's office. The 

EHR had data from the last visit, such as current findings from tests and a listing of the patient's prescriptions 

[11]. Business relies heavily on decision support systems. Decision-support tools are essential components of 

company IT infrastructures since they enable the transformation of a multitude of business data into real and 

profitable choices. Collecting, storing, and analysing vast volumes of data, on the other hand, are daunting jobs 

that require major technological obstacles, expenses, and organisational commitment. Companies may collect 

significant volumes of everyday commercial point-of-sale data using online transaction processing solutions. 

OLTP systems are used to automate arranged repetitive data processing operations like order entry and financial 

transactions [12]. DSS (Decision Supporting System) guarantees that the public is assisted using cutting-edge 

technology. It wishes to guarantee that people are at ease with this cutting-edge technology. It assists decision 

makers by using a basic linear model and a strong database. This strategy is also recommended by the researcher 

since it is straightforward and easy to derive conclusions [13]. It combines and employs geographical and temporal 

information on a wide range of environmental, economic, and social factors while managing data and ruling 

uncertainty. To design forest land use plans that enhance sustainability, a decision support method based on the 

notion of aspiration-based usage functions is offered. It employs both linear programming and geographic systems 

of information. The suggested strategy has been tested on certain fictitious data sets. These data sets were 

developed to be as near to real-world forest conditions in impoverished nations like India as feasible. Its 

application to real-world data is now underway and will be described later [14]. Companies began to computerise 

many operational areas of their business in the early 1960s. Information systems are designed to carry out tasks 

such as order processing. Processing, which is payment, control of inventory, pay check, and accounts payable 

are all examples of functions. The initial MIS (Management Information Systems) was designed to make the 

knowledge found within systems that processed transactions visible to management for making choices reasons. 

Unfortunately, only a handful MIS have succeeded (Ackoff, 1966; Toliver, 1971). A key contributor to their 

failure would have been IT experts' misperception of their type of managerial job at the time. The systems they 

built were vast and rigid, and the reports issued by managers' MIS were often several dozen pages long and 

included little relevant information about management (Ackoff, 1966; Mintzberg, 1977). Deaton’s in 1972 

Harvard Business Review essay, 'MIS is a Mirage,' summed up the mood at the time. The initial MIS 

(Management Information Systems) was designed to make the knowledge found within systems that processed 

transactions visible to management for making choices reasons. Unfortunately, only a handful MIS have 

succeeded (Ackoff, 1966; Toliver, 1971). A key contributor to their failure would have been IT experts' 

misperception of their type of managerial job at the time. The systems they built were vast and rigid, and the 

reports issued by managers' MIS were often several dozen pages long and included little relevant information 

about management (Ackoff, 1966; Mintzberg, 1977). Deaton’s in 1972 Harvard Business Review essay, 'MIS is 

a Mirage,' summed up the mood at the time. people, as well as democratising decision-making. This ideology was 

followed by PDSS, which attempted to promote the more ominous concept of 'organisation' by assisting individual 

managers. The fact that PDSS were effective systems distinguishes MIS from them (Alter, 1980) [15]. 
 

2. METHODOLOGY 
MOORA Method: The importance of materials in the creation and operation of goods is widely understood. An 

incorrectly chosen material for a certain product may result in early failure of the finished item. The proper 

selection of accessible materials is crucial to the production system's performance and competitiveness. Previous 

scholars used numerous mathematical methods and methodologies to tackle material selection difficulties. 

However, it should be emphasised that all these strategies are influenced by the weights allocated to the selection 

criterion under consideration, as well as the standard procedure used to make the components of the matrix of 

decisions equal. As a result, a material selection approach that is unaffected by criteria weights and the 

normalisation process is desperately needed. The Multi-Objective Optimisation Based Ratio Evaluation 
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(MOORA) approach is utilised in this research to handle certain typical material selection issues. For the issues 

under consideration, the performance of the starting point technique and the complete multiplicative MOORA 

method is evaluated. All three approaches are extremely simple to grasp, simple to execute, and yield almost 

flawless rankings for physical alternatives [16]. These descriptions were put to the test in the building sector of 

Lithuania. The application has multiple goals: cost, experience, and efficiency for contractors; quality, length of 

work, and pricing for owners. The MOORA method's dimensionless ratios eliminate these objective normalisation 

challenges with all various units. These proportions were incorporated in the first phase of MOORA and utilised 

as distances to a point of reference in the second. The two portions' outcomes restrict one another, resulting in a 

test of resilience. Furthermore, MOORA multi-objective optimisation outperforms all other approaches. Both 

segments of MOORA produced equivalent rankings for the Lithuanian facilities industry. As a result, the results' 

robustness was double-checked. The technique begins with a matrix containing all possible solutions to all goals: 

xij, where xij is the reflection of the different options j on the target or attribute. I is the aim / attribute; j = 1, 2,, 

m are the options. We must concentrate on the idea of attribute in order to effectively describe aims. Keaney & 

Raifa (1993: 31) use the aim "reduce sulphur dioxide pollution" to be quantified by the metric "tonnes of sulphur 

dioxide emitted / year" as an example. Objectivity and reporting traits are inseparable. As a result, when discussing 

the "objective" of the text, Correspondence also refers to. The MOORA technique is divided into two components: 

the rate structure and the point of reference approach [17]. This article considers six choice issues, including the 

selection of optimal welding parameters for various welding techniques such as submersible arc welding, 

tungsten-gas arc welding, gas metallic arc welding, and CO2 laser welding, and friction stir welding. In all these 

examples, the findings produced using the MOORA technique virtually exactly match those obtained by previous 

studies, indicating the system's applicability, practicality, and flexibility in handling numerous complex decision-

making issues in today's industrial environment [18]. At the international level, the project-oriented framework 

for international organisations rather than an automated system is known, although the final purpose is not always 

evident. Multi-objective optimisation appears to be a very reliable method for achieving regional and worldwide 

development. Furthermore, the relocation fee system is insufficient for measuring the financial condition of a 

region's inhabitants. Everyone in a mental health economy should be satisfied with their financial riches, medical 

care, all forms of security, and the environment. In other words, several objectives must be met. Many of these 

various purposes, however, are stated in different units. Most of the time, weights are employed to balance these 

various units. Weights are introduced in a subjective manner. MOORA, an internal machine solution of a 

dimensionless generating ratio system, is recommended to avoid this quandary. Furthermore, this consequence 

opens the potential of employing an alternative non-subjective reference framework. The selection and relevance 

of objectives are not subjective if all parties reach an agreement. This idea is applied in several districts around 

Lithuania. It was not just income redistribution at the time, but also national policy on construction projects, 

tourism development, pollution reduction, and renewable energy, according to the European Commission, "related 

to the enhancement of local employment" [19]. The purpose of this research is to find a solution to the challenge 

of choosing the best pupils for academic success enhancement. STAMI's scholarship data processing procedure 

is currently manual, and it solely employs GPA criteria to choose award recipients. A system for decision-making 

with multi-objective optimisation based on ratio estimation (MOORA) is used to address this problem. This 

decision support system employs the following criteria: the earnings of the parents, parental dependents, semester, 

and GPA [20]. Considerations in stable and adaptable manufacturing systems are frequently made in an 

environment characterised by complexity, the requirement for flexibility, and the decision maker's subjectivity. 

Throughout the entire existence of a manufacturing system, choices on the product's design, facility place of 

residence, facility structure, supplier, material, technology, and so on must be made in an effective and on time 

way. These judgements are more difficult to make because those making the choices must weigh a variety of 

possibilities based on competing criteria. These judgements are more difficult to make because those making the 

choices must weigh a variety of possibilities based on competing criteria. This research proposes a multi-decision-

making MOORA approach for decision-making at various phases of product life cycles [21]. To assess the 

supplier's overall performance, a fuzzy multi-objective optimisation approach based on ratio analysis is applied. 

Natural disasters and political unrest pose hazards to suppliers. As a result, failure mode and consequence analysis 

(FMEA) is used to assess a supplier's risks. Furthermore, a unique multiple goals mathematical model is 

constructed to address both provider order and stability allocation at the same time. A case study if a cooling 

system in the home equipment business demonstrates the effectiveness as well as practicality of the suggested 

technique. The present technique is applicable to a wide range of industrial industries, including electrical, 

automotive, and chemical. The results demonstrate that employing the suggested methodology not only enhances 

overall profit, but also minimises the scope of risk imposed on viability [22]. Many real-world situations are 

complicated and/or include some level of uncertainty and/or predictability. As a result, expanded MCDM 

approaches are preferable to other traditional decision-making methods. These approaches use an arrangement of 

fuzzy or scattered grey integers to optimise them. Many MCDM approaches have been created in the field of 

operational research in the previous time, but the newly suggested one, the MOORA technique, is more particular 

and still requires expansion. As a result, we integrate the notion of interval grey numbers with the MOORA 
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approach in this study to offer an enhanced MOORA approach that is better appropriate for handling numerous 

complicated real-world issues [23]. In industries, non-traditional manufacturing techniques are commonly 

employed to attain high accuracy and desirable product quality. As a result, selecting an appropriate machining 

factor has become a crucial responsibility before beginning operation. There are several optimisation ways for 

dealing with the loft scenario. The current study looks at a novel approach called multi-objective optimisation 

based on ratio evaluation (MOORA) for solving diverse multi-objective issues in the real-time manufacturing 

industry. This research focuses on using the MOORA approach to tackle several non-traditional machining 

procedures with multi-criteria challenges. The current study focuses on wire-electric release cutting (WEDM), 

plasma-induced arc cutting (PAC), electrolytic micro turning (ECMM), electrical machining (ECM), a process 

called a (AJM), tough water jet milling (AWJM), ultrasonic sound machining (USM)), and laser cutting process. 

Nine NTM multicriteria issues are investigated, including the choice of appropriate machining settings. The best 

input variable settings determined using the MOORA technique almost match those achieved by earlier 

researchers [24]. The MOORA approach is used to gather financial ratios (discrete data), and the GP method is 

used to resolve the multi-objective loan issue while considering all relevant facts (continuous data), objectives, 

and restrictions. Only discontinuous financial ratios are employed in the credit score model described in this 

article, and the MOORA approach is used as a rating method among several MADM methods. When contrasted 

to other MADM approaches such as the process of analytical hierarchy (AHP), the strategy for sequencing 

preferences by finding the optimum answer (TOPSIS) [25] is more effective.  

 

Alternative parameters: 

(STAMI): The (STAMI) is an Indonesian higher education school that specialises in accounting and management 

courses. It provides undergraduate and graduate programmes in accounting, management, finance, and 

entrepreneurship. STAMI focuses on providing students with the hands-on abilities and information they need to 

succeed in the corporate world. The institute places a strong emphasis on professional development and tries to 

generate graduates who are prepared to work in the business sector. STAMI is known for its high-quality 

education, competent instructors, and strong industry ties. 

 

Evaluation parameters: 

Parents’ income: The earnings and financial standing of a family's parents or guardians are referred to as parental 

income. It has a big impact on the household's standard of life, cost, and access to other options. Factors 

influencing parents' income include their career, education, skills, and overall economic situation. This has an 

impact on the family's ability to provide basic requirements like shelter, food, and cleanliness, in addition to 

schooling & extracurricular pursuits for their children. A household's income level can also impact its availability 

of financial resources such as savings, investments, and the capacity to prepare for the future. 

Parents' dependents: Persons whose depend upon their parent's / guardians for financial assistance and care are 

referred to as parental dependents. Dependents are generally children, although they can also be relatives or others 

who rely financially on their parents. The number of dependent varies per household and can have a substantial 

influence on the financial responsibility and decision-making of parents. When budgeting for costs such as 

housing, school, healthcare, and everyday necessities, parents should keep their dependents' needs in mind. As 

parents attempt to build a secure and caring environment for their family, the health and support of dependents 

frequently becomes a priority. 

Semester: A semester is a set term of academic study that can run anywhere from fifteen to eighteen week based 

on the school. An academic year is separated into two major semesters. Students can enrol in a variety of courses 

or disciplines each semester, enabling individuals to fulfil their academic objectives and requirements. Participants 

take courses, perform projects and tasks, and take examinations / evaluations to demonstrate their comprehension 

of the topic throughout a semester. Semesters give the academic calendar structure and organisation, allowing 

students to go through their courses and gain information in a methodical manner. Furthermore, semesters feature 

vacations, such as summer or winter breaks, to provide students and instructors with time to relax and rejuvenate. 

GPA: GPA, or Grading Point Average, is a metric that measures a student's academic achievement. It is computed 

by giving a numerical value for each course grade and then computing the average. Typically, the GPA scale 

spans through 0 to 4.0, without 4.0 being the most achievable GPA. A higher GPA denotes greater academic 

accomplishment, whereas a lower GPA suggests poor academic performance. Educational institutions typically 

utilise GPA to assess a pupil's overall academic success, eligibility, and academic excellence for honours or 

scholarships. It acts as a significant indicator of academic achievement and dedication to studies by providing a 

standardised metric against which pupil achievement may be measured. Students frequently seek to maintain a 

good GPA in order to enhance their academic and social standing and career projects. 

 

 

 

3. RESULT AND DISCUSSION 
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TABLE 1. Decision Support System  
 Parents'  

income  

Parents' 

dependents  

Semester  GPA 

STAMI 1 0.2314 0.2822 0.4181 0.3782 

STAMI 2 0.3085 0.6585 0.4181 0.3839 

STAMI 3 0.4627 0.0941 0.4181 0.3518 

STAMI 4 0.3393 0.3763 0.4181 0.4011 

STAMI 5 0.3085 0.4704 0.2509 0.3541 

STAMI 6 0.4936 0.1881 0.2509 0.3988 

STAMI 7 0.428 0.2822 0.4181 0.3748 

 

Table 1. shows the decision support system with the help of alternative and evaluation parameters. The alternative 

parameters are STAMI and evaluation parameters are Parents income, parents’ dependents, semester, GPA. In 

evaluation parameters beneficial criteria are Parents income, parents’ dependents, semester and non-beneficial 

criteria are GPA. 
 

 
FIGURE1. Decision Support System 

 

Figure 1. illustrates the decision support system with the help of alternative and evaluation parameters. The 

alternative parameters are STAMI and evaluation parameters are Parents income, parents’ dependents, semester, 

GPA. In evaluation parameters beneficial criteria are Parents income, parents’ dependents, semester, and non-

beneficial criteria are GPA. 

 
 

 

 

TABLE 2. Normalized matrix 

0.053548 0.079636 0.174813 0.143038 

0.095176 0.43362 0.174813 0.147382 

0.214099 0.008855 0.174813 0.123766 

0.115128 0.141601 0.174813 0.160884 

0.095176 0.221275 0.062953 0.125389 

0.243649 0.035381 0.062953 0.159044 

0.18319 0.079636 0.174813 0.140478 

 

Table2. shows the normalized matrix using the MOORA method. 

STAMI 1 STAMI 2 STAMI 3 STAMI 4 STAMI 5 STAMI 6 STAMI 7
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0.428
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0.0941
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0.4704

0.1881
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0.4181 0.4181 0.4181 0.4181

0.2509 0.2509

0.4181
0.3782 0.3839

0.3518

0.4011
0.3541

0.3988
0.3748

Parents'  income Parents' dependents Semester GPA
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FIGURE 2. Normalized matrix  

 

Figure 2 graph shows the normalized matrix. The normalized matrix is obtained by using MOORA method with 

these value alternative and evaluation criteria STAMI 1, STAMI 2, STAMI 3, STAMI 4, STAMI 5, STAMI 6, 

STAMI 7, Parents income, parents’ dependents, semester, GPA. 
 

TABLE 3. Weighted Matrix 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

0.25 0.25 0.25 0.25 

 

Table 2. shows the weighted matrix. the weighted matrix is nothing but sum of the value of the column is 1. 

 

TABLE 4. Normalized Weighted Matrix  

0.013387 0.019909 0.043703 0.035759 

0.023794 0.108405 0.043703 0.036845 

0.053525 0.002214 0.043703 0.030941 

0.028782 0.0354 0.043703 0.040221 

0.023794 0.055319 0.015738 0.031347 

0.060912 0.008845 0.015738 0.039761 

0.045798 0.019909 0.043703 0.035119 

  

Table 4. shows the normalized weighted matrix. The values are obtained by multiplying the normalized matrix to the weighted 

matrix. 
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FIGURE 3. Weighted Normalized Matrix  

 

Figure 3. shows the series of 4 different lines which implies the evaluation parameters. the evaluation parameters 

are parents’ income, parents’ dependents, semester, GPA. 
TABLE 5. Assessment value and rank  

Assessment Value Rank 

0.041239794 7 

0.139056612 1 

0.068500181 3 

0.067664513 4 

0.063503521 5 

0.045734758 6 

0.074290481 2 

𝐴𝑠𝑠𝑒𝑠𝑚𝑒𝑛𝑡 𝑣𝑎𝑙𝑢𝑒 =  ∑ 𝑋𝑤𝑛1+𝑋𝑤𝑛2−𝑋𝑤𝑛3 

 
FIGURE 4. Assessment value  

 

The figure 4. Shows the assessment value. This graph illustrates that STAMI 2 has the highest assessment value 

of 1.39 and STAMI 1 has the lowest assessment value of 0.04. 
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FIGURE 5. Rank  

 

Figure 5 explains about the rank of alternative parameters. STAMI 1 in 7th rank. STAMI 2 in 1st rank. STAMI 3 

in 3rd rank. STAMI 4 in 4th rank. STAMI 5 in 5th rank. STAMI 6 in 6th rank. STAMI 7 in 7th rank. 
 

4. CONCLUSION 
Finally, in contemporary fast-paced and information-driven environment, systems for decision support (DSS) 

have shown to be crucial assets. DSS give important insights to decision making and support knowledgeable 

effective decision-making processes by their capacity to gather, analyse, and display relevant data. DSS helps 

users to explore many choices, assess risks, and optimise results by leveraging modern technologies like as data 

analysis, AI, and machine learning Continuous advancements in DSS research has the potential to transform 

decision-making processes in a variety of disciplines, including healthcare, business, finance, and others. 

Furthermore, as technology advances, DSS is going to keep to adapt to new features like data in real time 

connection and predictive analytics, boosting its value and effect. Finally, the ongoing study and evolution of DSS 

enables individuals and organisations to navigate difficulties, capture possibilities, and accomplish their goals in 

a constantly shifting setting. The significance of components in the production and operation of goods is generally 

recognised. An incorrectly chosen material for a certain product might result in premature failure of the completed 

item. An appropriate choice of accessible materials is crucial to the production system's efficiency and 

competitiveness. Previous researchers employed a variety of mathematical tools and methodologies to tackle 

material selection challenges. It should be noted, however, that the weights applied to the choice criterion under 

discussion, as well as the standard process used to equalise the components of the matrix of results, influence all 

of these tactics. As a result, an object selection method that is unaffected by criterion weights or the normalisation 

process is desperately needed. In this study, a multi-objective optimisation-based ratio assessment (MOORA) 

technique is employed to solve certain typical material selection challenges. The effectiveness of the beginning 

point approach and the completely nonlinear MOORA method are examined for the issues under discussion. All 

three ways are extremely simple to grasp, quick to execute, and yield nearly faultless evaluations for physical 

alternatives. Alternative parameters are STAMI 1, STAMI 2, STAMI 3, STAMI 4, STAMI 5, STAMI 6, STAMI 

7. Evaluation parameters are Parents income, parents’ dependents, semester, GPA. 
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