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Abstract: In the modern, technologically advanced era, the use of devices connected to the Internet has increased 

exponentially. This has led to a significant increase in Internet activity. Network scalability, low levels of service, 

and the need to manage a large number of clients on a single server (which can lead to denial of service (DOS) 

attacks) are just a few of the consequences of increased traffic if you are a load balancer, . A method proposed in 

the literature. Although load balancers are popular, studies have shown that they have a few drawbacks, such as 

not being programmable and exclusive to a single vendor to overcome these issues and the subsequent increase in 

Internet traffic saw the emergence of Software Defined Networking (SDN) as a paradigm shift. Software defined 

networking (SDN) enables programmable load balancers and gives customers the freedom to develop and 

implement their own load-balancing algorithms this exam covers the origins of software-defined networking (SDN) 

and Open Flow, with impact on weight and density so included. In this article, we will go through various SDN load 

balancing techniques. This review builds on existing research challenges, their answers, and possible future 

research directions. Load balancing in intelligent software-defined (SDN) algorithms is typically performed using 

mathematical tools. Finally, we detail the metrics used to evaluate the performance of the algorithms. 
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1.  INTRODUCTION 

Over the past decade, various innovations have attracted much attention. These include cloud computing, social media 

platforms, the Internet of Things (IoT), and sophisticated mobile applications. The quality of service (QoS) requirements 

of these technologies cause performance, scalability and flexibility problems caused by old backbone networks All of these 

problems are long gone and are vendor specific. Flexible network management is not possible with traditional vendor-

specific data plane control plane systems. Currently, no airline allows vendors, at the customer’s request, to change the 

policy to move those items. When flights of either gender specific are used, human supervision is required. Websites and 

Internet services are hosted by cloud platforms.[1] 

Performance, dynamic management, and QoS were critical to the delivery of these services. To overcome the shortcomings 

of conventional networks, researchers have suggested two methods: software defined networking (SDN) [2] and network 

functions virtualization (NFV) [3]. The design and infrastructure of your network can be virtualized in software and used 

on various devices with SDN and NFV. Both ideas use software abstraction to circumvent the issues of conventional 

networks. Furthermore, SDN increases the network's programmability by allowing programs to define and modify its 

architecture and functionality [4]. 

Physical network devices are separated by software-defined networking (SDN), which shifts all decisions to the control 

plane (see Figure 2). All network intelligence, packet forwarding, and network management policies and procedures are 

embedded in the control plane Scalability and robust administration of the network is made possible by SDN design 

Centralized network control is enabled by an SDN controller. Simplifying network configuration makes network 

management vendor-neutral and allows for less complex network devices. 

A potentially revolutionary approach to network technologies such as cloud computing and big data applications is 

software-defined networking (SDN) [6]. SDN has proven to be far superior to traditional networks. The evolving network 

architecture known as software-defined networking (SDN) has the potential to rethink the limitations of existing 

architecture. Compared to a real forwarding plane, data handling planes and packet forwarding plane solutions that use this 

rate are among the best. The system can be dynamically controlled using any programming language that supports SDN. 

Due to its versatility, it is essential for searching client requests, which in turn enables management of big data cloud 
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computing platforms [7].SDN-based networks while using conventional big data analytics techniques in cloud computing 

and software-defined networking (SDN). 

The process of efficiently distributing traffic in network devices, or load balancing, is an important aspect of network 

design and management [8 Load balancing is considered effective when it can reduce energy consumption time improving 

fault tolerance, continuity, delay, and resource management. In traditional networks, specialized servers handle most of the 

load balancing operations (see Figure 1 ). Dynamic load balancing server is installed to meet the constantly changing 

requirements of the network [9]. The focus of our research is on several SDN load balancing strategies. 

Load balancing is a method of dividing the workload among multiple components so that no one is overburdened [10]. The 

ultimate goal is traffic optimization, resource efficiency, and response time reduction. In network management, load 

balancing has historically been done by allocating network traffic to specific pieces of hardware. While this approach is 

expensive and cannot dynamically change the system based on real-time data, it generally works well. Software-defined 

networking (SDN) is a great way to balance load in the cloud because it adapts to the needs of the business. SDN controls 

every device in a cloud computing environment. [11] 

Because of its complexity, SDN can be difficult to get right. The authors of the paper emphasize that further research is 

needed in this area, although load balancing in SDN can improve SDN performance This is the first proper load balancing 

(LB) study to examine how Various AI techniques impact SDN performance, if you like in SDN. In the last decade, several 

scholars have proposed load balancing methods using mathematical models. Each of these approaches has different 

advantages and disadvantages depending on the project and network environment.  By examining the load balancing 

scheme in data centers, this study seeks to provide a comprehensive analysis by how it is used 

What follows is the structure of the rest of the paper: In Section I, the effects of software-defined networks on load balancing 

in the cloud are discussed. In section II, we discussed the characteristics of the load balancing for SDN architecture and 

respective layers. Section III provides an in-depth evaluation of the load balancing system for a selection of selected 

articles. The findings are presented in Section IV. Section V concludes the study.. 

2. BACKGROUND 

In this section, we have covered the architecture of SDN, characteristics of SDN and load balancing algorithm based on 

SDN. 

a) SDN Architecture : Because of its complexity, SDN can be difficult to get right. The authors of the paper emphasize 

that further research is needed in this area, although load balancing in SDN can improve SDN performance if you are 

interested in software-defined networking (SDN) and this is the case the first on this topic. SDN focuses on a way to define 

routing decisions without the need for proprietary hardware using common configurable software. This is done by 

physically separating two separate layers, the data plane and the control plane. For a long time, switches and routers were 

the only physical components that could be used to create network architectures, the data plane and the control plane 

remained unified Network administrators had little control over packet forwarding and for this reason, it is possible for a 

network to have multiple control planes for each device, even if they are incompatible with each other [12]. A single high-

capacity server can establish control plane rules when using a software-defined network. This server controls the packet 

rules for each network device. Allowing access from a particular IP address or blocking traffic from a particular port are 

just a few of the other possible restrictions. Networks are assembled using SDN architecture in three separate but 

interconnected layers, as shown in Figure 1. Each layer has a specific function, and communication between them is 

infrequent. 

 

The application layer is ideally its base layer. Applications can interact with the layer below and show how web flows 

behave thanks to the software. The load balancing described in the article will apply at this level. The SDN controller, also 

known as the control plane, is located in the middle layer. Its ability to communicate in both directions is one of its unique 

characteristics; This allows you to abstract routing devices and modify their flow at a higher level. 

 A number of free SDN controllers are available. Several controller names are shown in Figure 1. Below that lies the layer 

of network devices, the data plane. Receive, process, and update data packages as directed by the controller. Internal 

statistics are used to perform general statistics. Besides providing a direct indication of behaviour and network 

requirements, the interaction between the application layer and the controller (also known as the Northbound API) often 

gives an unrealistic view of the network through a protocol like Open Flow connecting to lower levels. 
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FIGURE 1. The Traditional SDN Architecture 

b) Load Balancing Algorithm in SDN: Typically, the performance of a distributed system is improved by LB technology, 

which efficiently distributes workloads, client inputs, and requests among available network resources this approach can 

reduce overall usage, latency, and network overhead . . . . There are two ways to use it: hardware and software. The 

combination of virtual resource and software-defined network (SDN) in IoMT can improve load distribution and energy 

efficiency [15]. Load balancing algorithms can be implemented in a variety of ways, including static, dynamic, and hybrid 

[16]. Static methods rely heavily on the initial data of the system. Unpredictable user behaviour and static load balancing 

rules may prevent some networks from using static load balancing (STL) techniques. However, dynamic strategies are 

more effective in load balancing than static ones because they use a pre-designed load balancing strategy [17] A well-

designed load balancing strategy can reduce overloading so up, improve productivity, and reduce response time and packet 

loss. 

To achieve dependable results, it is crucial to incorporate several features, also referred to as qualitative metrics, while 

doing comparisons. These include latency, energy usage, packet delivery ratio, scalability, and more [19].  

One of the main problems with distributed computing is load balancing. The load may be due to a network latency, a 

memory constraint, or a CPU limit. Enhancing the structure of the distributed system is a continuous activity that 

necessitates distributing the work across its different nodes. As a result, it can prevent situations in which the hubs of the 

network are either overloaded or under loaded. Load balancing is a strategy that makes sure the burden is distributed evenly 

so that the running assignment may be finished without putting too much strain on the processor pool or frame hub. 

There are essentially two types of load balancing algorithms discussed here: 

1. Static Algorithm 

2. Dynamic Algorithm 

 

1. Static Algorithm: Static load balancing strategies include an even distribution of resources during client-server 

communication. An entirely manual control mechanism is present in this type of program. Assigning initial tasks to 

individual processors is symbolized by the master CPU. There is never a change in which central processing unit (CPU) is 

responsible for what. Consequently, the work is started off strong by the central processor. The CPUs in the slave process 

decide what to do next and report back to the master with their results. No matter how many CPUs are given to a task, each 

one will always finish. Static load balancing methods reduce overall performance time for critical programs while 

minimizing the possibility of processor communication delays. This is not an attempt to prevent anything. [20] 

The following traits of static load balancing techniques: 

1. Cut down on contact delays because less communication means a longer execution time. 

2. Improved processing and response times are provided by weighted algorithms. 

3. Distribution load balancing techniques based on the load at the time the node is chosen prior to execution starting. 

4. Static approaches yield more consistent and dependable outcomes when they are applied uniformly and in similar 

and consistent circumstances. 

5. It is not too difficult to predict how static methods will behave. 

6. It is difficult to predict future loads due to the arrival and processing conditions of the loads. 

 

2. Dynamic Algorithm: For optimal load balancing over the whole network or architecture, the dynamic algorithm actively 

seeks out and prioritizes the lightest server. It can't improve internal framework mobility without this continual contact 
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with the network. In this case, the current framework status is used to decide the load management options. To achieve 

better load balancing in distributed computing, it is possible to enhance some subjective measures. [21]  

The dynamic distribution of pre-programmed load balancer configurations is the reason why dynamic load balancing 

solutions outperform their static counterparts. Proper load balancing is crucial to keep resources from being overloaded 

while also optimizing response time, throughput, consumption, and scalability. You can implement Dynamic Load 

Balancing in one of three ways: non-distributed, distributed, or semi-distributed. 

3.  EXAMINE OF LOAD DISTRIBUTION TECHNIQUES 

Adaptive load balancers utilize intelligence to determine which node in a network farm can process a data packet arriving 

at its destination. This can only be accomplished with algorithms that were specifically built to handle load dispersion. 

Algorithms vary greatly according to whether a load is distributed on the application layer or the network layer. Algorithm 

selection, which impacts performance and business continuity, is influenced by the efficiency of load distribution systems. 

Finding the best load balancing methods is essential for optimizing the performance of any network, including SDN. The 

goal of intelligent load balancing across several servers, networks, clouds, and controllers has been the subject of several 

published approaches for optimizing network traffic. 

In certain cases, improving the control plane's functionality requires decentralizing the SDN controller. Due to 

decentralization, the control plane usually has more than one controller. We discuss load balancing in the following scenario 

where the control plane is comprised of many SDN controllers. 

In [22], the reliable and load-balance-aware multi-controller deployment (RLMD) system is published. When the control 

and data planes separate in multi-controller SDN networks, the authors claim that RLMD's principal objective is to fix the 

issues of controller traffic load disparity and control plane accuracy. In order to guarantee reliable and efficient controller 

installations and equitable distribution of controller traffic loads, RLMD employs a progressive approach. The authors also 

came up with a method called multiple domain partitioning (MDP) that uses the load balancing rate of the controller and 

the node attract ability to match switches and controllers. When compared to other conventional solutions, their technique 

greatly enhanced the reliability of the control plane and balanced the allocation of controller traffic. 

To tackle the well-documented problem of load balancing in the control plane, the authors of [23] focused on a distributed 

controllers architecture for the software-defined networking (SDN) control plane that can dynamically balance its traffic 

load. Researchers were able to fill a knowledge gap about the placement and matching of controllers with switches by 

resolving the challenge of managing many controllers. By efficiently dividing the switch requests among multiple 

controllers, these procedures avoid congestion. 

ElastiCon is proposed in [24] as a strategy based on switch migration. ElastiCon ensures that the network always runs at 

peak performance, regardless of traffic patterns, by periodically distributing the workload among a pool of controllers. The 

potential for ElastiCon to cause unexpectedly high network overhead is one of its downsides. In [25], we can see a few of 

related studies that demonstrate how the SDN controller may be made more efficient. Finding the optimal migration switch 

to provide load balancing was the primary focus of these analyses. This method keeps the network's performance from 

dropping by lowering the load on overworked controllers. 

A load balancing approach based on switch groups of multiple controller architecture was devised by the authors of [26] 

to enhance the efficiency of the load balancing process in terms of time. The proposed solution uses a switch selection 

algorithm and a target controllers selection algorithm to fix the problem of load oscillation among controllers. 

A survey on software-defined networks was conducted by the authors in [27]. In their review essay, they covered the 

history, fundamental concept, and problem areas of SDN in relation to traditional networks. The writers delve deeper on 

eight fundamental SDN concerns. Research into the future of cloud computing, the NaaS paradigm, the transition to SDN 

networks, and countless more ideas is still in its infancy. The benefits of software-defined networking (SDN) and its 

performance-enhancing features were highlighted in [28], who reviewed many studies pertaining to SDN. The authors 

survey the literature on recent SDN studies, outlining the pros and cons of these studies. Their research indicates that SDN 

switch devices may be made cheaper, that resource utilization is improved, and that the network is more scalable. 

Nevertheless, neither the commercial development of SDN nor the implementation's design defects were examined by the 

researchers. 

While discussing the effects on the network, the authors in [29] focused on the problems caused by load imbalance. Various 

load balancing solutions were described and organized in the article. The pros and cons of this proposal were considered. 

There was a gap in their study regarding the performance optimization method and the distributed SDN architecture 

scenario. For network monitors, the method proposed in [30] works. They proved that over-monitoring a network slows it 
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down. If you want to pick switches and network traffic efficiently, the authors recommend using the network monitor 

approach.  

For software-defined networking, [31] analyzed 19 publications in detail. In their review study, the authors classified load 

balancing systems as either deterministic or non-deterministic. Regarding various load distribution benchmarks of their 

methods, the complexities and limitations of these methodologies were also investigated. In addition, we have checked the 

algorithms' validity. Adding a failure mechanism unique to the SDN environment could have broadened the scope of the 

study. 

The researchers in [32] did a thorough investigation into SDN load balancing strategies. Load balancing strategies can be 

grouped into three distinct types. They can exhibit either dynamic or static behaviours. This algorithm must meticulously 

examine the load's real-time changes. Distributed and dynamic decision-making is the main premise of load balancing 

algorithms. Throughput maximization with latency and reaction time minimization is the main objective of the distributed 

and dynamic load balancing approach. Type of traffic, priority, and network slicing are all areas where research is lacking. 

Scalable software management of the data center's network is achieved through the use of a defined network concept. The 

multi-controller approach was used for large networks in [33]. They have thoroughly examined the pros and cons of 

utilizing multiple controllers in their research. Heuristics, game theory, and linear programming were among the methods 

discussed by the researcher when it came to multi-controller load balancing. Concerns about dependability, safety, and 

consistency go unmentioned in the study. According to a survey in [34], the Controller Placement Problem (CPP) was 

investigated. The authors examined CPP modelling, CPP formulation, and related metrics in their survey. An optimal and 

heuristic-based approach to address CPP. Levels of CPP in large networks and NFV conduction are areas that could use 

more investigation in the future. As far as SDN load balancing surveys are concerned, there is no methodical procedure. 

Systematic reviews concerning multi-controllers and dynamic controllers are not conducted by another researcher..  

4. RESULTS 

 

In this section, we will also discuss some unanswered questions and remarks regarding intelligent load balancing techniques 

for SDN sampling. Some metrics, such delay and quality of service, are essential to load balancing and are characteristics 

of successful load balancing schemes. Not surprisingly, all or nearly all of the researches have employed these two criteria. 

The two measures that researchers utilize the least in the chosen journals are fairness and interference minimization. Most 

of the time, a technique is created to intelligently divide network traffic based on a preset statistic. Furthermore, if a system 

is able to balance traffic flow, it does not need to ensure fairness or avoid interference. We are concerned about the 

technique's effectiveness. 

 Remember that the metrics used depend on the goal and the methods used to measure the effectiveness of the solution.  

Most of the researchers in the sample test the proposed methods using Minette as a model. The argument is that when 

combined with Open Flow and SDN, Mininet becomes an effective network design, test and specification tool. 20% of the 

time they use Iperf to build network traffic, 10% they use OMNET++, and 5% they use other tools like Matlab, Python,.Net, 

and MaxiNet. Mininet was combined with other tools such as Iperf and MaxiNet to create the necessary SDN network 

architecture. Furthermore, [35] combined OMNET++ with Python. Because encouragement could only be learned through 

mistakes, the authors combined deep learning with reinforcement learning strategies. SDN shows how it gives the network 

administrator the freedom to create network management strategies that are not restricted by device or equipment 

manufacturers, by allowing the use of multiple tools. 

 

The following are some of the limitations of the various approaches:  

a) Most of them are not for use in wireless networks;  

b) They have not taken failure mechanisms into account;  

c) No one has applied machine learning (ML) approach; d) more time-consuming algorithms;  

e) Most of them are not implemented in real large-scale networks; and  

f) No one has presented security mechanism.  

g) Matlab and the emulation tool Mini Net are used to assess the majority of methods. 
 

5. OPEN ISSUES 

a) The above analysis shows that there are many unresolved issues with SDN-based data center load balancing 

processes. Here we have discussed several incomplete research projects. A brief review of research on 

enhancing the stability, scalability, and reliability of software-defined network controllers. These can have a 

significant impact on the efficiency of the data centre network. Several issues related to load balancing 

strategies in data centres require further investigation. Each QoS parameter is not evaluated in a single way. 
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The full review reveals the following research gaps. It is also important to use a number of dynamic 

controllers to evaluate the design. A few open questions are as follows. There hasn't been any investigation 

into the proper management of resource utilisation for improved performance. 

b)  Low scalability, low dependability, and flexibility concerns with the control plan affect SDN-based load 

balancing. 

c) The data center does not take into account dynamic traffic scheduling or congestion control. 

d) When making load balancing judgments, there isn't a separate system to take into account multiple QoS 

characteristics as throughput, scalability, flexibility, cost, complexity, and bandwidth. 

 

6. CONCLUSION 

According to comprehensive research on load balancing techniques, SDN improves data centre network performance. This 

can find an overview and analysis of SDN Data Centre load balancing here. The advantages and disadvantages of weighting 

methods used by different researchers are discussed in our review. We also examine other operating parameters to evaluate 

the way in which load balance is affected. Journals published from 2015 to 2019 were counted for this study. After ACM, 

IEEE publishes the majority of articles (approximately 51.72 percent). Most researchers used mini nets as simulators to 

investigate different mechanisms. Improved performance, reduced latency, better utilization of network resources, higher 

flexibility, and many other benefits are all delivered by learning methods. 
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