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Abstract. The impact of artificial intelligence on decision-making, laziness, and privacy concerns among 

university students in Pakistan and China is examined in this study. Like other sectors, education uses artificial 

intelligence to address modern-day challenges. The investment in artificial intelligence will grow to more than 

$250 million over the course of the next decade. Researchers and institutions across the globe are praising the 

positive role of Artificial Intelligence, but ignoring its concerns. The data analysis of this study is based on 

qualitative methodology. The data was collected from students in different universities. The sample was drawn 

using the purposive sampling technique. The data analysis shows that artificial intelligence makes humans 

lazy. It impacts both security and privacy. The impact of artificial intelligence in Pakistan and Chinese society 

has been found to be a factor in the loss of decision-making. Humans are the most affected by the effects of 

artificial intelligence. The study argues that preventative measures are necessary before using artificial 

intelligence in education. It would be like putting the devils in charge of the major human concerns. In order 

to address the issue, it is recommended to cent rate on justified designing and deployment. 
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1. INTRODUCTION 
 

Artificial intelligence is a technology used in the education sector. Several types of technology are used in education. 

Plagiarism Detection, Exam Integrity, Chatbots for Enroll and Retention, Learning Management Systems, and 

Enhanced Online Discussion Boards are included. EdTech companies are using emotional AI to quantify social and 

emotional learning. Artificial intelligence, affective computing methods, and machine learning are collectively called 

emotional AI. Artificial intelligence shapes our future more powerfully than any other invention. A world full of 

technology that feels more and more like magic will soon feel left behind by anyone who doesn't understand it. (Sabri, 

2017): The role of artificial intelligence has been witnessed in the recent Pandemic. It can be an essential part of 

education. It doesn't mean that it will always be beneficial and free from ethical concerns. Due to this, numerous 

analysts center on its advancement and utilize but keep their moral contemplations in intellect (Justin and Mizuko, 

2017). A few accept that in spite of the fact that the eagerly behind AI in instruction may be positive, this may not be 

adequate to demonstrate it moral (Whittaker and Crawford, 2018). ethicalâ€ • within the setting of AI and instruction. 

It is additionally fundamental to discover out the conceivable unintended results of the utilize of AI in instruction and 

the most concerns of AI in instruction, and other considerations. By and large, AIâ�™s moral issues and concerns 

are development taken a toll, assent issues, individual information abuse, criminal and pernicious utilize, flexibility 

and independence misfortune, and the decisio n making misfortune of people, etc. (Stahl B. C., 2021a, 2021b). In spite 

of the fact that, innovation moreover improves organizational data security (Ahmad et al., 2021) and competitive 

advantage (Sayed and Muhammad, 2015) and upgrades client connections (Rasheed et al., 2015). Analysts are 

perplexed that by 2030 the AI transformation will center on improving benefits and social control but it will moreover 

raise moral concerns, and there's no agreement among them. A clear division with respect to AIâ�™s positive affect 

on life and ethical standing (Rainie et al., 2021). It is clear from the writing on the morals of AI that other than its 

gigantic preferences, numerous challenges also rise with the improvement of AI within the context of ethical values, 

behavior, believe, and security, to title a number of. The instruction division faces numerous moral challenges whereas 

actualizing or utilizing AI. Numerous analysts are investigating the region encourage. We partition AI in instruction 

into three levels. To begin with, the innovation itself, its producer, engineer, etc. The moment is its affect on the 

instructor, and the third is on the learner or understudy. 
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First, there is a need to develop artificial intelligence technology for learning that cannot form the basis for ethical 

questions or concerns (Ayling and Chapman, 2022). High expectations for artificial intelligence have increased 

international attention and interest, resulting in more than 400 policy documents on artificial intelligence. Ethical 

discussion issues have formed an important framework; It prepares researchers, managers, policy makers, and 

educators for appropriate discussions that will lead to the creation of trust, safety, and trust that provide clear 

instructions that will lead to business success (Landwehr, 2015). But the question is: Is it possible to create smart tools 

that will not create ethical problems in education? Perhaps developers or manufacturers are making the wrong use of 

artificial intelligence technology in education. Perhaps their purpose is not to improve and assist education.  

 

1. Security and privacy  

2. Loss of human decision-making 

3. Making humans lazy 

 

Although many other concerns about AI exist in education, these three are the most common and challenging in the 

current era. Additionally, no researcher can broaden the study beyond the scope. 

 

Theoretical Discussion: Use of cognitive skills in education. Technology has impacted almost all industries, this will still 

take time (Leeming, 2021). From communication to communication, from health to education, it plays an important role 

and helps people in some way (Stahl A., 2021a, 2021b). No one can deny its importance and use for life, which gives a 

solid reason for its existence and development. One of the most important technologies is artificial intelligence (AI) (Ross, 

2021). Artificial intelligence has many uses, and education is one of them. The many applications of AI in education 

include teaching, tutoring, feedback, social robots, outreach, scoring, analysis, trial and error, virtual reality, etc. (Tahiru, 

2021). AI is based on computer programming or computational approaches; questions can be raised on the method of 

information investigation, elucidation, sharing, and handling (Holmes et al., 2019) and how the inclinations ought to be 

avoided, which may affect the rights of understudies because it is accepted that design biases may increment with time and 

how it'll address concerns related with gender, race, age, pay imbalance, social status, etc. (Tarran, 2018). Like all other 

innovation, there are too some challenges related to AI and its application in instruction and learning. This paper centers 

on the moral concerns of AI in instruction. Some problems are related to protection, information get to, right and off-base 

obligation, and understudy records, to title a number of (Petousi and Sifaki, 2020). In expansion, information hacking and 

control can challenge individual protection and control; a require exists to get it the moral rules clearly (Fjelland, 2020). 

 

Perhaps the most important principles in creating AI courses are health, workplace safety, trust, integrity, respect for 

intellectual property rights, privacy and confidentiality. The following ten principles have also been developed (Aiken and 

Epstein, 2000). Provide user support. Ensure safe human-computer interaction and collaborative learning 

 

1. Ensure encouragement of the user. 

2. Ensure safe human–machine interaction and collaborative learning 

3. Make sure you have a good attitude. Public information should be avoided 

4. Creating motivation and wanting to learn 

5. Ergonomic Features to Consider 

6. Ensure that the system enhances the role and skills of the teacher and does not replace him/her 

7. Respect the culture 

8. Make sure there are plenty of resources for students 

9. Avoid glorifying organizations and underestimating the role of people and their potential for growth and learning. 

 

In case the over standards are talked about separately, numerous questions emerge whereas utilizing AI innovation in 

instruction. From its plan and arranging to utilize and affect, at each arrange, moral concerns emerge and are there. It is 

not the reason for which AI innovation is created and outlined. Innovation is advantageous 

for one thing but unsafe for another, and the issue is how to deteriorate the two (Vincent and van, 2022). In expansion to 

the correct system and standards not being taken after amid the arranging and improvement of AI for the Instruction, 

predisposition, overconfidence, off-base gauges, etc., are extra sources of moral concerns. 

 

Security and security issues: Stephen Peddling once said that victory in making AI would be the foremost noteworthy 

occasion in human history. Shockingly, it might too be the final unless we learn to dodge the dangers. Security is one of 

the major concerns related with AI and learning (Kabis and Mehner, 2021). Dependable counterfeit insights (AI) in 

instruction: Guarantees and challenges (Petousi and Sifaki, 2020; Owoc et al., 2021). Most instructive educate these days 

utilize AI innovation in the learning prepare,  and the range pulled in analysts and interface. Numerous analysts concur 

that AI essentially contributes to e-learning and instruction (Nawaz et al. 2020; Ahmed and Nashat, 2020). Their claim is 

for all intents and purposes demonstrated by the later COVID-19 widespread (Torda, 2020; Cavus et al., 2021). But AI or 

machine learning moreover brought numerous concerns and challenges to the instruction division, and security and security 

are the greatest. AI systems collect and use large amounts of data to create predictions and models; Many people are now 
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concerned about the ethics of artificial intelligence and believe that security issues should be taken into account in the 

development and use of artificial intelligence (Samtani li al., 2021). The Facebook-Cambridge Analytica scandal is a prime 

example of how data collected through technology plays into privacy concerns. While much has been accomplished, as 

the National Science Foundation recognizes, much more needs to be done (State of California, 2021). Kurt Markley says 

schools, colleges and universities keep records on students, including health information, Social Security numbers, 

payment information and more, as well as risks. It is additionally of importance and concern that within the current time 

of progressed innovation, AI frameworks are getting more interconnected to cybersecurity due to the headway of 

equipment and program (Mengidis et al., 2019). This has raised noteworthy concerns with respect to the security of 

different partners and emphasizes the strategies the policymakers must receive to avoid or minimize the danger (ELever 

and Kifayat, 2020). It is additionally imperative to note that security concerns increment with organize and endpoints in 

farther learning. One issue is that securing e- learning technology from cyber-attacks is not one or the other simple nor 

requires less cash, particularly within the instruction segment, with a restricted budget for scholarly exercises (Huls, 2021).  

 

And as the utilize of AI in instruction increments, the threat of security concerns moreover increments (Taddeo et al., 

2019). No one can run from the danger of AI concerning cybersecurity, and it carries on like a double-edged sword (Siau 

and Wang, 2020). Computerized security is the foremost critical hazard and moral concern of utilizing AI in instruction 

frameworks, where offenders hack machines and offer information for other purposes (Venema, 2021). We change our 

security and protection (Sutton et al., 2018). The address remains: whether our protection is secured, and when will AI 

frameworks ended up able to keep our privacy associated? The reply is beyond human information (Kirn, 2007). The 

interaction between humans and artificial intelligence is increasing day by day. For example, robots, chatbots, etc. in e-

learning and education. Many types of artificial intelligence are used. Many people will one day learn about human 

behavior, but self-awareness, memory, etc. Some human actions such as will remain a dream. AI still needs information, 

and using it to learn patterns and make decisions without privacy is a problem (Mhlanga, 2021). On the other hand, it is 

also true that artificial intelligence systems are related to many human rights issues and can be evaluated on a case-by-case 

basis. Artificial intelligence has so much impact on human rights because it was not organized or used on a white paper, 

but was a context for social interaction. Among the many human rights recognized by international law, the right to privacy 

is also affected (Levin, 2018). 
 

Making people sluggish: AI may be a innovation that altogether impacts Industry 4.0, changing nearly each viewpoint 

of human life and society (Jones, 2014). The rising part of AI in organizations and people dreaded the people like Elon 

Musk and Stephen Peddling. Who considers it is possible when AI comes to its advanced level, there's a chance it may 

well be out of control for people (Clark et al., 2018). It is disturbing that investigate expanded eight times compared to 

the other segments. Most firms and countries contribute in capturing and developing AI innovations, abilities, and 

instruction (Goodness et al., 2017). However the essential concern of AI selection is that it complicates the part of AI in 

feasible esteem creation and minimizes human control (Noema, 2021). 

 

The use of artificial intelligence and the increasing reliance on it automatically limits the ability of the human brain to 

think. Therefore, this situation rapidly reduces the ability of people to think. This destroys people's minds and makes 

them more deceptive. In addition, interaction with technology pushes us to think like algorithms without understanding 

them (Sarwat, 2018). Another issue is that people are dependent on technology in almost every aspect of life. There is 

no doubt that it improved living conditions and made life easier, but it affected people's lives and made them impatient 

and lazy (Krakauer, 2016). The human brain gradually becomes more emotional and less emotional as it goes deeper 

into all activities such as planning and organizing. High expectations for skills when measuring physical or mental 

demands will reduce skills and create stress (Göçen and Aydemir, 2020). AI is minimizing our independent part, 

supplanting our choices with its choices, and making us apathetic in different strolls of life (Danaher, 2018). It is 

contended that AI undermines human independence and obligations, driving to a knock-out impact on joy and 

satisfaction (C. Eric, 2019). The affect will not stay on a particular bunch of individuals or region but will too include 

the instruction division. Instructors and understudies will utilize AI applications whereas doing a task/assignment, or 

their work may well be performed consequently. Dynamically, getting an enslavement to AI utilize will lead to 

sluggishness and a risky circumstance within the future. To summarize the audit, the taking after theory is made: H2: 

There's a noteworthy affect of counterfeit insights on human sluggishness. 

 

Misfortune of human decision-making. Innovation plays an fundamental part in decision-making. It makes a difference 

people utilize data and information legitimately to create appropriate choices for their organization and advancements 

(Ahmad, 2019). People are creating large volumes of information, and to create it proficient, firms are embracing and 

utilizing AI and kicking people out of utilizing the information. People think they are getting benefits and sparing time 

by utilizing AI in their choices. But it is overcoming the human biological processors through lowing cognition 

capabilities (Jarrahi, 2018). 

 

It could be a truth that AI innovations and applications have numerous benefits. Still, AI innovations have extreme 

negative results, and the confinement of their part in human decision-making is one of them. Gradually and continuously, 
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AI limits and replaces the human part in decision-making. Human mental capabilities like intuitive analysis, basic 

considering, and inventive problem-solving are getting out of decision-making (Ghosh et al., 2019). 

 

Walmart and Amazon have integrated AI into their hiring processes and decision-making for their products. And it 

involves many top-level management decisions (Libert, 2017). Organizations are using AI to analyze data and make 

complex decisions to gain competitive advantage. Although artificial intelligence helps in decision-making in many 

areas, the final say in decision-making is still in the hands of humans. It emphasizes the importance of humans in this 

process and the necessity of ensuring that people work side by side with artificial intelligence technology (Meissner and 

Keding, 2021). It is expected that the hybrid model of human-machine integration approach will converge in the future 

(Subramaniam, 2022). 

 

The part of AI in decision-making in instructive educate is spreading every day. Colleges are utilizing AI in both 

scholarly and authoritative exercises. From understudies looking for program affirmation necessities to the issuance of 

degrees, they are presently helped by AI personalization, mentoring, speedy reactions, 24/7 access to learning, replying 

questions, and errand mechanization are the driving parts AI plays within the instruction division (Karandish, 2021). In 

all the over parts, AI collects data, analyzes it, and after that reacts, i.e., makes choices. It is vital to inquire a few 

straightforward but basic questions: Does AI make moral choices? The answer is AI was found to be bigot, and its choice 

might not be moral (Tran, 2021). The moment address is, does AI affect human decision-making capabilities? Whereas 

utilizing a brilliantly framework, candidates may yield their records specifically to the originator and get endorsement 

for affirmation tests without human examination. One reason is that the specialists will believe the framework; the 

moment may be the sluggishness made by errand robotization among the pioneers. Conceptual frame work as shown in 

Figure 1. 

 
FIGURE 1. The impact of artificial intelligence on human loss in decision making, laziness, and safety in education 

 

Research design: Research philosophy focuses on the process of believing and thinking about the development of 

knowledge. This is exactly what scientists do when they research and gather knowledge in a particular field. It's like 

generalizing. This concept uses existing theory to develop the theories in this research. Moreover, since this research 

is about measurable and quantitative data, this theory is used. This study uses various methods to collect and analyze 

data. The quantitative application focuses on significant numbers and provides a way to measure the situation and its 

organizations. In addition, while conducting this research, the authors also examined the validity and reliability of the 

instrument to ensure data accuracy from those interviewed. 

 

Test and inspecting strategies: The purposive examining strategy was utilized in this consider for the essential 

information collection. This procedure is utilized since it targets a little number of participants to take part within the 

overview, and their input appears the complete population (Davies and Hughes, 2014). Purposive testing could be a 

recognized non-probabilistic examining strategy since the creator chose the members based on the studyâ�™s reason. 

The respondents of this think about were understudies at different universities in Pakistan and China. Taking after the 

moral rules, assent was taken from the members. After that, they were asked to provide their reactions through a 

survey. The number of members who took portion within the think about was 285. This information collection was 

around two months, from 4 July 2022 to 31 - August 2022. 

 

Measurement: The test is divided into two parts. The first part of the survey included demographic questions such as 

gender, age, country and education. The second part of the tool consists of Likert-scale questions regarding latent 

variables. This research model has four latent variables. All four variables were measured using Likert-type questions. 

All five measures of latent variables were taken from various previous studies that developed and validated these 

measures. The measurement of intelligence includes seven items adapted from the study of Suh and Ahn (2022). The 

measure of loss in decision making consists of five items used in Niese's (2019) study. Security measures and security 

concerns have five dimensions adopted in Youn's (2009) study. The measurement of human laziness consists of four 

items used in Dautov's (2020) study. Each was rated on a Likert scale (5 points); 1 indicated the lowest level of 

agreement and 5 indicated the highest level of agreement. Table 1 shows the content of the items for each construct. 

 

Method Bias: CMB is a major problem where scientists work on original scientific data. There are many reasons for 
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this problem. This is mainly due to response bias, where participants rate all questions equally (Jordan and Troth, 

2020). The VIF value of the model is not limited to the diagnosis of multicollinearity but also shows the impartiality 

of the method (Kock, 2015). If the VIF value of all items in the model is equal or < 3.3, it is considered that there is 

no contradiction in the model. Table 2 shows that all VIF values were <3.3, indicating that there were almost no 

problems of bias in the data collected in the preliminary analysis. 

 

Reliable and valid information: Reliability and validity verify the status of the device and research data for further 

analysis. To ensure reliability, two tools are used in the modeling equation: reliability of the project and reliability of 

construction. The external loading of each product measures the reliability of that product. Its threshold is 0.706, but 

in some cases even 0.5 is possible if the unity assumption is not violated (Hair and Alamer, 2022). Cronbach Alpha 

and composite reliability are the most commonly used tools to measure the reliability of samples. The threshold is 0.7 

(Hair Jr et al., 2021).  There is a loss of human decision- making. 

 

Implications for theoretical: One of the implications of artificial intelligence in education is capacity. Since the 

invention of the no Suggestions artificial intelligence. Systems can process huge amounts of data. Humans have a risk 

of producing precise predictions. Artificial intelligence becomes too dependent on it in making decisions. This may 

be true. Critical thinking and innovation should be reduced for both students. The standard of education could be 

lowered. They are educators. It is necessary to be aware of how artificial intelligence influences decision-making 

processes. The benefits of artificial intelligence must be balanced with human intuition. There is creativity. School 

security may be affected by the use of artificial intelligence. There are systems of artificial intelligence. Student 

behavior can be tracked, and potential dangers can be identified. Children may need more help in certain situations. 

Concerns are raised that artificial intelligence could be used to unfairly target a group. Student groups may violate 

students privacy. Therefore, teachers It is necessary to be aware of the potential ethical ramifications of Artificial 

Intelligence. Design systems that prioritize security and privacy. There are educational organizations as well. People 

are lazier because of artificial intelligence. The impact on education could be significant. They may Become more 

dependent on the systems and lose interest. Learning new skills or performing activities. This could lead to a decline 

in educational quality.  There is personal development among people. Teachers must be. It is possible that the impact 

of artificial intelligence on learners will be detrimental. The motivation should create educational environments. They 

should be motivated to participate in getting an education. 
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