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Abstract. Image mining spanning the system of image applications has proved to be of good use in most 

industrial image processing applications. It supports a large field of applications like medical diagnosis, 

agriculture, industrial work, space research, and the educational field. Image Mining involves extracting 

information as well as image detection and extracting the image segment. It is often seen that these steps 

are considered in isolation leading to completely independent flow of process. This paper overlaps the 

steps leading of feature extraction and object recognition to provide better results of object identification. 

The increase in best features’ percentage is a novel idea and yields good results of identification. ORB 

being very fast is used in the first pass and when object is not identified for confirmation we use the SURF 

to confirm the results. The process of identification can easily be implemented to more than one image in 

a directory and hence provides better and good recognition. This bulk processing can further be extended 

to repository of images in the social media hence increasing the scope of the research. 

Keywords: Image mining, Image feature extraction, bulk processing, social media images, web image 

mining. 

1. INTRODUCTION 

Image Mining is a process of extracting knowledge concerning images. The demand of image mining increases 

as the need of image data is growing day by day. There are many techniques developed in the earlier researches 

and eventually these techniques can reveal useful information according to the human requirements, but Image 

Mining still require more development especially in the area of web images.[8] In present scenario, image plays 

a vital role in every aspect of business such as business images, satellite images, and medical images and so on.[6] 

Image mining is challenging field which extends traditional data mining from structured data to unstructured data 

for image data analysis. With the rapid increase of WWW.websites are an abundant source of information and 

hence their usage patterns are brought to the book. The task of mining is difficult considering the fact that Web 

traffic volume is enormous. [15] Data collected is both structured and unstructured requires different analytical 

techniques. Object being the most important entity, its recognition and recognition technique plays an important 

role in almost all the applications of image mining [10]. Images being the main focus of recent research have dealt 

with analysis, object detection and mining algorithms in great detail. [3] It is found that each of these algorithms 

have their own advantages and disadvantages depending on the data set, quality of image, nature of analysis and 

the application. Image analysis methods that provide for both detection and feature extraction are Scale Invariant 

Feature Transform (SIFT), SURF, BRISK and ORB. [12] Descriptor helps in matching features on two images. 

Brute-force descriptor matcher matches feature of two different images based on distance calculations. This results 

in return of close pairs of images. [11] As the number of comparisons is more in this method, time consumed is 

high. The research works on striking a balance time efficiency and quality of matches found. [14] 

Objectdetectionneedsmatchingoffeaturesintwoimagesofthesameplanarsurfaceinspace. The images are related by 

holography and removal of outline is a necessary step for accuracy of holography matrix. Such outliners are 

removed using RANSAC and LMeds algorithms. [3] The main objective of the paper is to provide a frame work 

that is time efficient and accurate matching in a directory of given images. [7] It is often seen that individual 
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methods have their own disadvantages. This papers uses four detection and extraction methods SIFT, SURF, 

BRISK and ORB in combination of brute-force method, RANSAC and LMeds algorithm is used for removal of 

outliners to enhance efficiency. Theframeworkusesspecificsequencetodeducttheobjectandonfailingusesapairof 

method to quickly confirm or ascertain fault in detection. 

 

2. LITERATURE REVIEW AND DISCUSSION 

Feature Extraction:  Feature from Accelerated Segment Test(FAST) is based on corner detection. This method 

can be used for extracting feature points and to map/track objects of interest. The algorithm works on the principal 

of identifying the corner pixel based on checking the surrounding 16 pixels (Brenham circle with radius 3). The 

pixels around the candidate pixel under consideration are numbered in clockwise order on the circumference. 

Then, if there exists N consecutive pixels on the circumference that are brighter, when compared with the sum of 

the center pixel’s brightness and the threshold OR darker than the subtraction of center pixel’s brightness and a 

threshold is considered as the corner pixel. The process is fast enough and reliable. [13]  

The process of Scale Invariant Feature Transformation (SIFT) helps in detecting local features. The important 

concepts are the scale and the orientation. Interesting points are first found on the graph and its descriptors are 

determined. Shooting angle, brightness and rotation angle have very little or no effect on the procedure. Originally 

the descriptor used the gradient information of 8 directions, which was calculated in a window of 4X4 in the 

critical scale space. The dimension vector was 128 dimension. [5]  

Speed UP Robust Feature (SURF) helps in detecting and describing local feature points. SURF is understood in 

three parts; extraction of local features, Description of these local features extracted and Matching of these feature 

points [1] The improvement was brought about in this method with the use of Hessian matrix (integral graph) and 

dimension reduction. Using the matrix, pixels are divided into differentsub-regionscalculatedas ∑dx and ∑dy, 

sumoflength is ∑|dx| and∑|dy|. Hence each sub-region has 4 descriptors leading to 64-bit dimension feature 

generator. 

OrientedFASTand Rotates BRIEF (ORB) is a feature extraction and detection procedure. The algorithm provides 

feature extraction and description of extracted features, here feature extraction uses FAST algorithm and 

description uses BRIEF (Binary Robust Independent Elementary Feature) [2]. The concept lies in selecting ‘n’ 

group of pair of points near feature point and then compute gray value of the points to form binary string as feature 

descriptor. It is observed that ORB is far superior in time efficacy when compared to SURF and SIFT. [4] 

It is seen that most of the methods concentrate on improving a single method to improve one of the four main 

steps of object identification. It is seen that the improvement is confined to specific data sets and on generalization 

or on change of datasets seem to fade out the advantages. The main difference between the ORB and SIFT has 

been speed of identification. The paper uses both the speed and the consistency with a slight tradeoff of 24.4% for 

images which are crosschecked. This provides the algorithm with novel framework that incorporates the 

advantages of SIFT and ORB. 

3. RESEARCH METHODOLOGY  

Independent procedures on Brisk and ORB were conducted to record the time taken for execution to identify the 

candidate object in the self-constructed dataset. As the features were already extracted before getting into this 

routine, there existed a binary bit string descriptor for the candidate image and hence only the image under 

consideration was considered for execution time. As we found not much of a difference on our dataset it was 

decided to use ORB and list the images that the object image in them. This lead to a few images not being identified 

and rejected for not having the object image. It is our objective to improve the recognition rate and hence used the 

Euclidean distance descriptor used by SIFT and also increased the percentage of relevant features considered by 

10% and then removed the outliners. Experiment results reveal that the wrongly reject images were also identified 

to be having the image. This leads to improvement of efficiency in time along with increase in efficiency in object 

detection. 
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4.  INTERLEAVED FEATURE EXTRACTION MODEL 

 

 

FIGURE 1. Model for feature extraction and identification 

5. PROCEDURE 

 

The process of locating an object in an image of cluttered scene involves a careful analysis of the problem where 

in the challenges could be enormous. It is observed during the course of the study that these challenges are more 

specific to the problem and needs human intervention till the system is trained and a general robust algorithm is 

built. This step constitutes the need of “Supervised learning” which after a period of time and number of problems 

solved can be let to unsupervised extraction of knowledge. The list of input images from which the candidate 

image is to be identified from the web is first considered for feature extraction. This could be a background process 

or if time permits and the samples are less can be considered for processing during identification process. It is 

considered that the feature extraction module is an offline process. In the procedure put across we would not 

extract all the features of the set of images from whom the image is to be identified as it is not practical nor feasible 

to store these features. Instead we would start out process with the candidate image that needs to be identified. 

Some of the challenges encountered during this object deduction module are that the object in the given image 

may be rotated, the scale of the object could be different or it could a situation where the edges of some part of 

the image may be hidden. This does not allow us to use the templet methods to identify this object from the web. 

Hence the lookout for new algorithm that are more robust and compatible with machine learning id developed. 
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The algorithms BRISK and ORB have binary bit string descriptors. They use Hamming distance calculations. 

SIFT and SURF are also bit string descriptive but use Euclidean distance descriptors. This leads to more time and 

hence reduce in speed efficiency. It is seen that BRISK and ORB skip identification of objects due to various 

reasons. In the above framework, in first pass we find the features of a candidate image using BRISK and ORB 

but found very little difference with respect to Detected feature numbers, Detection time and total time. Hence the 

algorithm proposes to use ORB in the first pass and if the object is not identified the second pass leads to use of 

SURF with much more features with an increase of 10%. This provides excellent object detection.  

The trade off in time efficiency is negligible in comparison to success rate of over 99.2%. The work here uses 

candidate image to deduct features. The solution uses” detect SURF features” to get features from the candidate 

image. These features are stored in the form of a feature vector. The larger image feature vector is not so easy to 

handle even by the best of best processor available in the retail market and hence it was decided to reduce the 

feature vector to get into 10% of the feature vector, which roughly was calculated to around 20% features. These 

20% strong features constitute the candidate image features. The search image is as well is reduced to the feature 

vector and compared with the candidate image’s feature vector. The percentage of window drawn around the 

image was found to be not satisfactory as some of the features were also found outside the object. In order to 

remove such extra features identification, we use Random Access Consensus RANSAC algorithm. This provides 

best results with Match feature function. The bounding box is a perfect match even if there are more than one 

match in the image. The algorithm used as follows: 

6. DATA SET OF IMAGES USED 

 

FIGURE 2.  Image directory 

 

 

FIGURE 3. Not identified in first Pass but identified in second pass 
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FIGURE 4.  Image directory 

 

 

FIGURE5.  Not identified in first Pass but identified in second pass 

 

FIGURE 6. Image directory 

7. RESULTS 

It is seen from the table 1 that ORB detects the maximum of features and the features are concentrated near the 

boundary. This leads to more matching costs and hence an outliner algorithm becomes necessary. The computation 

cost for detecting the features is less as compared to other methods. SIFT features are in scattered form; however, 

it is more accurate feature detector for scale, rotation and affine variations of the object. Hence we first ORB and 

if an image is not detected then we use SIFT which is slow but more efficient to confirm the missing of the object 

in the given image. This clearly indicates that if we use only ORB then we will be fast but may miss a few images 

in which images exists or if we use only SIFT we will have more opportunity to identify the image but time 

consumed is more, hence wherever possible we quickly identify the image and only for those images where object 

is not identified is subjected to SIFT in the next iteration with an increase of 10% relevant features to confirm the 

missing of the image. The framework produces excellent results if the data set has more number of images with 

the object. The time taken by SIFT being almost 1:3 in our data set we find only the images that are not identified 

in the first pass of the algorithm are taking more time and hence the average time per image is reduced in 

comparison to using only SIFT. This framework provides an absolute trade-off between speed and efficiency. 
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TABLE 1. Quantitative comparison of ORB&SIFT feature detector descriptors along with computational time 
Algorith

m 

Feature 

Detected 

in Images 

Feature

s 

matche

d 

Outliners 

rejected 

Feature detection 

& description time 

(s) 

Feature 

matching (s) 

Outliner 

rejection 

time (s) 

Total 

object 

detection 

time(s) 

Banana(Dataset1) 

ORB 3612 3981 262 12 0.0211 0.0224 0.1182 0.0041 0.1658 

SIFT 1418 1603 129 34 0.1623 0.1921 0.1012 0.0048 0.4604 

 

Zebra Crossing(Dataset2) 

ORB 890 928 316 16 0.0072 0.0078 0.0112 0.0043 0.0305 

SIFT 1296 1462 362 14 0.1465 0.1482 0.0591 0.0049 0.3587 

Signallights(Dataset3) 

ORB 4916 6213 93 19 0.0261 0.0299 0.2580 0.0076 0.3216 

SIFT 2128 3161 126 69 0.2713 0.3121 0.2810 0.0073 0.8717 

8. CONCLUSIONS 

The main objective of the paper was to achieve 100% object identification in given directory of images. On 

understanding the fact that no one method is best or can be accepted as a general method of feature identification 

and identification, the paper makes an attempt to use time efficient method like ORB and on non-detection of 

image, same feature vector is used with enhanced percentage of features to detect the object using methods SIFT 

or SURF (Both have almost same time efficiency) which are much less time efficient but more detecting efficient. 

Aresultof99.20%isachieved using this framework. However, when very blur images like the one in Fig 6, 2nd fig 

is considered, it is seen that both the ORB and SIFT produce the same results with detecting nearby resembling 

objects, which may be of concern in applications that may need more detection accuracy. 
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