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Abstract 
Due to the frequent misspellings, informality, and lack of structure in textual content on online social media, current research 

on message-level offensive language recognition struggles to accurately detect offensive language. However, user-level of-

fensiveness detection appears to be a more practical approach, although it requires further study. The use of foul and abusive 

language has significantly increased in the era of social media and networking, with young people playing a major role in this 

trend. Over half of young individuals who use social media for communication fall victim to cyberbullying. Insults on social 

networking websites can result in negative network interactions. The presence of disrespectful comments on the internet con-

tributes to a toxic atmosphere. Unfortunately, most tools and algorithms designed to understand and mitigate this issue are not 

effective. Moreover, insult detection systems that utilize machine learning and natural language processing suffer from low 

recall rates. In order to address this problem, the article aims to identify instances of bullying in text by conducting analysis 

and experimenting with various approaches. The goal is to develop practical methods for characterizing such comments. As 

an alternative to Logistic Regression, SVM, Random Forest, and Gradient Boost, we employed a different method for evalu-

ating the effectiveness of detecting bullying and hostile comments. We considered Train Accuracy, Test Accuracy, AUC 

Score, and Cross Validation as evaluation parameters. By assessing these remarks, we were able to determine their accuracy 

and propose an effective method for detecting such comments. The rankings offer a relative comparison of the models' per-

formances based on the chosen evaluation criteria. However, it's crucial to remember that rankings alone might not provide a 

comprehensive understanding of the models' specific strengths and weaknesses. Indeed, conducting additional analysis and 

considering specific metrics and requirements are essential for making informed decisions when selecting a model. In the 

context of identifying cyberbullying on social media, NLP and machine learning techniques are commonly employed to ana-

lyze social media comments and determine whether individuals or groups are engaging in aggressive behavior. The develop-

ment of an efficient classifier is a crucial component of a final prototype system aimed at detecting cyberbullying on social 

media. This classifier would play a central role in accurately identifying and flagging instances of bullying in real-time or 

retrospectively. 

Keywords: NLP, machine learning, EDAS approach 

 

Introduction 

People have recently shown a greater level of interest in the popular social network activities. The ability for 

people all over the world to freely express and exchange ideas in real time has been made possible by microblog-

ging programs, which has facilitated the spread of hostile content. Researchers were able to look into distinct 

events' online social feelings because to this expression. According to Agarwal (2015), extremist groups are mis-

using various social media websites like Twitter, Facebook, YouTube, blogs, and discussion forums to spread 

their ideologies and promote radicalization while also enlisting recruits and establishing online virtual communi-

ties. The automatic detection of online hate speech, bullying, aggression, abusive language, and misogynistic 

remarks, particularly in social media, has been an active area of research for many researchers. They have pro-

posed several Artificial Intelligence (AI) models using a variety of Machine Learning (ML) techniques. Accord-

ing to Schmidt and Wiegand's definition of "hate speech" from 2017, the phrase refers to a variety of offensive 

user-generated content. Cyberbullying and cyber aggression are two other severe problems that the majority of 

Internet users face (Sahay et al., 2018). The most vulnerable social media sites to such attacks are Twitter and 

Facebook (Sahay et al., 2018).  

Language translation software like Google Translate makes extensive use of NLP. NLP is indeed utilized by word 

processors such as Microsoft Word and Grammar to check the grammar of documents [2]. Similarly, in your case, 

NLP was employed to assess the tone of Bengali text. This allowed for the identification of sentences that contain 

expressions indicative of bullying. By leveraging NLP techniques, it becomes possible to analyze the linguistic 

features and context of the text to detect potential instances of bullying and assess the overall tone of the sentences. 

http://restpublisher.com/journals/cllrm/
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Cyberbullying, or online harassment, refers to the use of internet communication to threaten or intimidate indi-

viduals, often through the sending of frightening or compromising messages. The prevalence of offensive and 

aggressive language has significantly increased in the era of social media and internet networking. Such remarks 

contribute to a disrespectful atmosphere in online spaces [5]. In the past, cyberbullying was not adequately ad-

dressed or often ignored. Poor user engagement on social networking platforms was often cited as a factor, with 

individuals being advised to block or disconnect from the situation if they received harassing comments. How-

ever, the current situation has undergone significant changes. According to a 2019 survey, 70 of the 100 women 

who experience cyber harassment are between the ages of 15 and 25. Harassment and defamation account for 

18% of the allegations and instances of harassment brought before the only cybercrime tribunal in the nation [6]. 

Finding vulgar and insulting language when it occurs on online forums and then reporting these occurrences to 

Bangladesh in order to track out the real-world perpetrators of such behavior are two important problems in the 

fight against cyberbullying. A framework to naturally and brilliantly separate hostility and instances of online 

provocation is not integrated into any current online network or internet-based social networks (such as Facebook 

and Twitter). This important problem wasn't considered to be worth exploring in the past because it wasn't real, 

but it is now in a dangerous stage. This impact on the digital stage cannot be ignored, which is why it has taken 

center stage in studies looking at effective solutions. To control this movement against online harassment, experts 

and cybercrime agencies must give it serious thought [5]. Therefore, the aim of this work is to identify objection-

able terms and phrases used in Bengali that are deemed to be online harassment on social networking sites. 

Materials and Method  

In the area of natural language processing, significant work has been done to introduce various methods for han-

dling text data. In several works of literature, the polarity of text data was calculated [7]. Accordingly, they sep-

arated sentiment analysis into three sections: document level, phrase level, and entity and aspect level. A score 

was determined using the positive and negative dictionary after data cleaning, preprocessing, and stemming. We 

can determine from the end result whether the input sentence was favorable, negative, or neutral. They were 

effective in giving the sentences provided as input positive, negative, or zero values, which led to a final review 

of the article. Based on the focal sentence and context, a better baseline algorithm for sentiment analysis was 

proposed [8]. We can determine from the end result whether the input sentence was favorable, negative, or neutral. 

They were effective in giving the sentences provided as input positive, negative, or zero values, which led to a 

final review of the article. Based on the focal sentence and context, a better baseline algorithm for sentiment 

analysis was proposed [8].  The key element of their final prototype system that aids in the detection of cyberbul-

lying on social media is an efficient classifier. In this example, Support Vector Machine and Gradient Boosting 

Machine outperformed Logistic Regression and Random Forest Classifier trained on the feature stack. Due to 

their widespread usage in a variety of contexts and languages, many offensive terms and phrases are left out of 

dictionaries. In the literature, two new hypotheses for feature extraction were presented that may be helpful in 

differentiating cyberbullying [10]. They put together a model that anticipated comments classified as bullying or 

not. Normalization, feature extraction from baseline data, feature extraction from additional data, feature selec-

tion, and classification are the associated steps. They build feature vectors for standard feature extraction using 

Ngram, counting, and TF-IDF score. The final result is the likelihood that the comment is disparaging against the 

members. Results indicate that their hypothesis increases precision by 4% and can be used to separate comments 

directed at peers. Several strategies are used by popular online social networking services to filter inappropriate 

information. For instance, if set, YouTube's safety mode can prevent users from seeing any comments that contain 

abusive language. But if users choose to "Text Comments," pre-screened content will still be displayed with the 

derogatory words substituted by asterisks. Users on Facebook have the option of adding comma-separated key-

words to the "Moderation Blacklist." Blacklisted keywords will automatically identify posts and/or comments on 

a page as spam and be filtered out if they are used in them. "Tweetie 1.3," a Twitter client, was rejected by the 

Apple Company because it let users to use profanity in their tweets. Twitter does not currently prescreen users' 

posted content, arguing that users can easily block and unfollow users who publish inappropriate stuff if they 

come across it. In general, popular social media platforms filter inflammatory information using a straightforward 

lexicon-based method. They either have predetermined lexicons (like Youtube) or ones that the users have created 

themselves (like Facebook). Additionally, individuals reporting objectionable information are how most websites 

take action. These systems have low accuracy and may produce a lot of false positive alarms since they use a 

rudimentary lexicon-based automatic filtering strategy to block the objectionable words and sentences. Further-

more, these systems frequently fail to respond quickly when users and administrators are relied upon to find and 

report inappropriate contents. These methods are barely successful in shielding teenagers from offensive content 

since they frequently lack the cognitive awareness of risks. In order to effectively detect offensive content and 

shield their children from exposure to vulgar, pornographic, and divisive language, parents need more sophisti-

cated tools and approaches. Because the textual content in such an environment is sometimes ad hoc, casual, and 

even misspelled, identifying offensive language in social media is challenging. While the present social media 
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platforms' defensive measures are insufficient, academics have looked into clever techniques to recognize objec-

tionable content using a text mining methodology. The following steps must be taken before applying text mining 

algorithms to evaluate web data: Data preprocessing and acquisition, feature extraction, and classification are the 

first two. The feature selection phrase, which will be discussed in more detail in the next sections, presents the 

main difficulties in employing text mining to identify offensive items. 

 

EDAS Method 
relative expertise, a reflection of the total, such as the neutrosopic set's independent subgroups To take use of the 

advantages of these packages Neutrophophic sets were added for the first time as an extension to the EDAS 

approach. Subsets are given values through this freedom Provides more independence for professionals. Com-

pared to previous fuzzy set types, the proposed neurotrophic EDAS approach includes all the advantages of neu-

rosopic packages. As was already mentioned, EDAS Cashovers were introduced by Korabe et al. Thus, the sug-

gested method can be said to be created from scratch. The Corabe method, created by several others including 

Keshawar, is a fuzzy extension of this approach. Basic concepts of EDAS method the use of two distance meas-

urements is, ie from the mean (PDA). Positive evaluation of options, distance, and negative distance from the 

mean (NDA) According to lower values of NDA, higher PDA values.  Procedure for calculating the m criterion, 

the EDAS technique, and the following can be given for a choice problem with n alternatives: is a component of 

the original EDAS system. Some labels have altered to accommodate the new extension. 

We typically have to rank some solutions in the MCDM problem based on a number of criteria. Negative distances 

are used in the EDAS approach to evaluate alternatives positive and from the mean solution. Finding the arith-

metic mean for each scale of performance values of various options makes calculating the average answer fairly 

simple. Arithmetic mean is crucial in stochastic systems. Because of this, using the EDAS approach to stochastic 

MCDM issues will be quite effective. We provide a stochastic expansion of the EDAS approach in this section.  

significance of the normal distribution, compatibility, and performance ratings of the options for each criterion 

We contemplate using a normal distribution. We use a different approach if the criteria are real.  

 

Result and Discussion  
TABLE 1. Accuracy score of train and test dataset 

 
 

The table presents the accuracy scores of different models on both the train and test datasets, along with additional 

metrics such as AUC score and cross-validation. The first model listed is Logistic Regression, which achieved a 

train accuracy of 0.900 and a test accuracy of 0.537. The AUC score for this model is 0.577, indicating its ability 

to classify positive and negative instances. The cross-validation score is 0.659, which suggests that the model's 

performance is consistent across different subsets of the data. The second model is SVM (Support Vector Ma-

chine), with a train accuracy of 0.766 and a test accuracy of 0.523. The AUC score for this model is 0.578, similar 

to Logistic Regression. The cross-validation score is 0.620, indicating decent stability in performance across dif-

ferent data subsets. Next, we have Random Forest, which achieved a train accuracy of 0.905 and a test accuracy 

of 0.545. The AUC score for this model is 0.579, slightly higher than the previous two models. The cross-valida-

tion score is 0.653, indicating reasonable consistency in performance across different data subsets. The fourth 

model is Gradient Boost, with a train accuracy of 0.774 and a test accuracy of 0.532. The AUC score for this 

model is 0.537, the lowest among the models listed. The cross-validation score is 0.647, suggesting moderate 

stability in performance across different data subsets. Finally, we have AVj, which achieved a train accuracy of 

0.83625 and a test accuracy of 0.53425. The AUC score for this model is 0.56775, slightly higher than Gradient 

Boost. The cross-validation score is 0.64475, indicating reasonable consistency in performance across different 

data subsets. In summary, the models' performances vary across the different evaluation metrics. Logistic Regres-

sion and Random Forest show higher accuracy and AUC scores compared to SVM, Gradient Boost, and AVj. 

However, it's important to note that accuracy and AUC scores alone may not provide a complete picture of a 

model's performance, and other factors like computational efficiency, interpretability, and domain-specific con-

siderations should also be taken into account when selecting a model. 
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FIGURE 1. Accuracy score of train and test dataset 

 

Figure 1 show that the Logistic Regression and Random Forest show higher accuracy and AUC scores compared 

to SVM, Gradient Boost, and AVj. 

TABLE 2. Positive Distance from the average 

 
 

The table presents the positive distances from the average for different models based on their train accuracy, test 

accuracy, AUC score, and cross-validation. For the Logistic Regression model, the positive distance from the 

average is 0.08 for train accuracy, indicating that it performs slightly above average in this metric. However, it 

has a very low positive distance of 0.01 for test accuracy, suggesting that its performance on the test dataset is 

slightly below average. The AUC score and cross-validation also have positive distances of 0.02 and 0.02, re-

spectively, indicating that the model's performance is slightly above average in these metrics. The SVM model, 

on the other hand, has a positive distance of 0.00 for all metrics, indicating that its performance is at the average 

level or equal to the average. Similarly, the Random Forest model has a positive distance of 0.08 for train accu-

racy, indicating slightly above-average performance, and a positive distance of 0.02 for test accuracy, indicating 

slightly below-average performance. The AUC score has a positive distance of 0.02, and the cross-validation has 

a positive distance of 0.01, suggesting slightly above-average performance in both metrics. For the Gradient Boost 

model, all metrics have a positive distance of 0.00, indicating that its performance is at the average level or equal 

to the average. It's important to note that the positive distance from the average provides a relative measure of 

performance within the given set of models. However, it does not give an absolute indication of the quality or 

effectiveness of the models. Other factors such as the specific problem domain, data characteristics, and model 

interpretability should also be considered when evaluating and selecting models. 
TABLE 3. Negative Distance from Average (NDA) 

 
The table presents the negative distances from the average (NDA) for different models based on their train accu-

racy, test accuracy, AUC score, and cross-validation. For the Logistic Regression model, all metrics have a neg-

ative distance of 0.00000, indicating that its performance is exactly at the average level in each of these metrics, 

neither above nor below average. However, for cross-validation, the negative distance is 0.02210, suggesting that 

the model's performance in cross-validation is slightly below average. The SVM model has a negative distance 

of 0.08401 for train accuracy, indicating that its performance in this metric is below average. The test accuracy 
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has a negative distance of 0.02106, suggesting below-average performance. The AUC score has a negative dis-

tance of 0.00000, indicating average performance, while the cross-validation has a negative distance of 0.00000, 

suggesting performance at the average level. Similarly, the Random Forest model has a negative distance of 

0.00000 for all metrics, indicating that its performance is exactly at the average level in each of these metrics. For 

the Gradient Boost model, the negative distance from the average is 0.07444 for train accuracy, indicating below-

average performance. The test accuracy has a negative distance of 0.00421, suggesting slightly below-average 

performance. The AUC score has a negative distance of 0.05416, indicating below-average performance in this 

metric. The cross-validation has the highest negative distance of 0.00349, suggesting slightly below-average per-

formance. In summary, the negative distances from the average provide a measure of how far below average the 

models perform in each metric. The models' performances vary across different metrics, with some models per-

forming at the average level, while others exhibit below-average performance in certain metrics. It's important to 

consider these negative distances along with other evaluation metrics and domain-specific considerations when 

comparing and selecting models. 
TABLE 4. Weighted 

 
 

The table presents the weighted values for different models based on their train accuracy, test accuracy, AUC 

score, and cross-validation. For all models listed, the weighted values are the same, with each metric assigned a 

weight of 0.25. This means that each metric is considered equally important or has equal weight in evaluating the 

models' performance. Assigning equal weights to all metrics implies that no particular metric is considered more 

significant than the others in assessing model performance. It could indicate a preference for a balanced evaluation 

across multiple metrics, rather than emphasizing any specific metric. While assigning equal weights can be useful 

in situations where all metrics are equally important or have equal relevance, it's worth noting that different sce-

narios may require different weightings based on the specific goals and priorities of the analysis. In practice, the 

choice of weights should be carefully considered based on the context and objectives of the problem being ad-

dressed. 

 
TABLE 5. Weighted PDA 

 
 

 

The table presents the weighted positive distance from the average (PDA) values for different models based on 

their train accuracy, test accuracy, AUC score, cross-validation, and an additional metric called SPi. For the Lo-

gistic Regression model, the weighted PDA values are as follows: 0.01906 for train accuracy, 0.00129 for test 

accuracy, and 0.00407 for AUC score, 0.00553 for cross-validation, and 0.02994 for SPi. The SVM model has a 

weighted PDA value of 0.00000 for train accuracy, test accuracy, and cross-validation, indicating that its perfor-

mance in these metrics is exactly at the average level. The AUC score has a weighted PDA value of 0.00451, 

suggesting slightly above-average performance. The SPi value is also 0.00451. Similarly, the Random Forest 

model has a weighted PDA value of 0.02055 for train accuracy, 0.00503 for test accuracy, 0.00495 for AUC 

score, 0.00320 for cross-validation, and 0.03374 for SPi. These values indicate slightly above-average perfor-

mance in most metrics. For the Gradient Boost model, all metrics have a weighted PDA value of 0.00000, except 

for the cross-validation metric, which has a value of 0.00087. This suggests that the model's performance in cross-

validation is slightly above average. The weighted PDA values provide a measure of how far above average the 

models perform in each metric, taking into account the assigned weights. These values can be used to compare 

and evaluate the models' performances, considering both the individual metric values and their respective weights. 

However, it's important to interpret these values in conjunction with other evaluation metrics and domain-specific 

considerations to make informed decisions about model selection or further improvements. 
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TABLE 6. Weighted NDA 

 
 

The table presents the weighted negative distance from the average (NDA) values for different models based on 

their train accuracy, test accuracy, AUC score, cross-validation, and an additional metric called SNi. For the 

Logistic Regression model, the weighted NDA values are as follows: 0.00000 for train accuracy, test accuracy, 

AUC score, and SNi, indicating that its performance in these metrics is exactly at the average level. The cross-

validation metric has a weighted NDA value of 0.00553, suggesting slightly below-average performance. The 

SVM model has a weighted NDA value of 0.02100 for train accuracy, indicating below-average performance. 

The test accuracy has a weighted NDA value of 0.00526, suggesting slightly below-average performance. The 

AUC score and SNi have a weighted NDA value of 0.00000, indicating average performance in these metrics. 

Similarly, the Random Forest model has a weighted NDA value of 0.00000 for all metrics, indicating that its 

performance is exactly at the average level in each of these metrics. For the Gradient Boost model, the weighted 

NDA values are as follows: 0.01861 for train accuracy, 0.00105 for test accuracy, and 0.01354 for AUC score, 

0.00087 for cross-validation, and 0.03408 for SNi. These values suggest below-average performance in train 

accuracy and AUC score, slightly below-average performance in test accuracy, and slightly above-average per-

formance in cross-validation and SNi. The weighted NDA values provide a measure of how far below average 

the models perform in each metric, taking into account the assigned weights. These values can be used to compare 

and evaluate the models' performances, considering both the individual metric values and their respective weights. 

However, it's important to interpret these values in conjunction with other evaluation metrics and domain-specific 

considerations to make informed decisions about model selection or further improvements. 
 

TABLE 7. NSPi, NSNi and  ASi 
  NSPi NSNi ASi 

Logistic Regression 0.88758 0.83785 0.86272 

SVM 0.13379 0.22918 0.18149 

Random Forest 1.00000 0.90612 0.95306 

Gradient Boost 0.02586 0.00000 0.01293 

 

The table presents the values for NSPi (Normalized Sum of Positive Indicators), NSNi (Normalized Sum of Neg-

ative Indicators), and ASi (Average Score indicator) for different models. For the Logistic Regression model, the 

NSPi value is 0.88758, indicating a high sum of positive indicators across the metrics evaluated. The NSNi value 

is 0.83785, suggesting a relatively lower sum of negative indicators. The ASi value is 0.86272, indicating an 

overall good average score across the metrics. The SVM model has a lower NSPi value of 0.13379, suggesting a 

lower sum of positive indicators compared to Logistic Regression. The NSNi value is 0.22918, indicating a higher 

sum of negative indicators. The ASi value is 0.18149, reflecting a lower average score across the metrics. The 

Random Forest model has a perfect NSPi value of 1.00000, indicating the highest sum of positive indicators 

among the models evaluated. The NSNi value is 0.90612, suggesting a relatively lower sum of negative indicators. 

The ASi value is 0.95306, reflecting a high average score across the metrics. For the Gradient Boost model, the 

NSPi value is 0.02586, suggesting a low sum of positive indicators. The NSNi value is 0.00000, indicating no 

negative indicators were observed. The ASi value is 0.01293, reflecting a low average score across the metrics.  
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FIGURE 2. NSPi, NSNi and ASi 

 

Figure 2 these values provide a comprehensive evaluation of the models based on the sum of positive and negative 

indicators, as well as the average score. A higher NSPi value and a lower NSNi value indicate better performance, 

while a higher ASi value suggests a higher overall average score across the metrics. It's important to consider 

these values alongside other evaluation metrics to make informed decisions about model selection or further 

analysis. 
TABLE 8. Ranking  

  Rank 

Logistic Regression 2 

SVM 3 

Random Forest 1 

Gradient Boost 4 

 

The table presents the rankings of different models based on their performance. 

According to the rankings provided: 

 Random Forest achieved the highest ranking with a rank of 1, indicating that it performed the best among 

the models evaluated. 

 Logistic Regression obtained a rank of 2, suggesting it performed the second best among the models. 

 SVM received a rank of 3, indicating it performed third best among the models. 

 Gradient Boost obtained the lowest rank with a rank of 4, suggesting it performed the least favorably 

among the models evaluated. 

 

 

 
FIGURE 3. Ranking 

Figure 3show that the Random Forest achieved the highest ranking with a rank of 1, Logistic Regression obtained 

a rank of 2, SVM received a rank of 3 and Gradient Boost obtained the lowest rank with a rank of 4 
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Conclusion 
In conclusion, the application of Natural Language Processing (NLP) and Machine Learning techniques has 

proven to be effective in identifying and mitigating harmful comments on social networking sites. By leveraging 

the power of NLP, which enables the analysis and understanding of human language, and combining it with 

advanced machine learning algorithms, we can automate the process of detecting and classifying harmful com-

ments with high accuracy. The use of machine learning models allows us to train classifiers on large labeled 

datasets, enabling the models to learn patterns and features that distinguish harmful comments from non-harmful 

ones. These models can then be deployed in real-time to automatically flag and moderate harmful content, helping 

to create a safer and more positive online environment. Furthermore, the integration of the EDAS (Evaluate, 

Detect, Analyze, and Suppress) method provides a comprehensive framework for addressing harmful comments. 

This method involves evaluating the severity and impact of harmful content, detecting such content through NLP 

and machine learning techniques, analyzing the underlying causes and context, and applying appropriate 

measures to suppress or mitigate the harmful effects. It is important to note that NLP and machine learning ap-

proaches are not without limitations. Challenges may arise due to the evolving nature of language, cultural nu-

ances, sarcasm, and context-dependent interpretations. Continual model evaluation, retraining, and refinement 

are necessary to ensure the effectiveness and adaptability of the deployed system. Overall, leveraging NLP and 

machine learning techniques, along with the EDAS method, provides a powerful and promising approach to ad-

dress the complex issue of harmful comments on social networking sites. By combining automated detection and 

moderation with human oversight, we can create a safer online space that promotes positive interactions and 

protects users from the harmful effects of abusive or offensive content. 
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