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Abstract: The usage of violent language has significantly increased due to social media and network-

ing. A key component in this is the younger generation. More than half of young people who use social 

media are affected by cyberbullying. Harmful interactions occur as a result of insults expressed on 

social networking websites. These comments foster an unprofessional tone on the internet, which is 

usually understood and mitigated through passive mechanisms and techniques. Additionally, the recall 

rates of current systems that combine insult detection with machine learning and natural language 

processing are incredibly poor. To establish a viable classification scheme for such concepts, the re-

search analyzes how to identify bullying in writing by examining and testing various approaches. We 

propose an effective method to assess bullying, identify aggressive comments, and analyze their ve-

racity. NLP and machine learning are employed to examine social perception and identify the aggres-

sive impact on individuals or groups. The ideal prototyping system for identifying cyber dangers in 

social media relies heavily on an efficient classifier. The goal of the paper is to emphasize the critical 

role that learning strategies play in enhancing natural language processing efficiency. 

1. INTRODUCTION 

Vision for computers and natural language processing are only two areas of artificial intelligence that have seen 

significant advancements because to deep learning and machine learning. in addition to having a positive impact 

on numerous business sectors. These learning techniques are crucial for proper analysis since natural language 

processing, which is the capacity of computer systems to comprehend human languages, is a challenging under-

taking. Computer science's Natural Language Processing (NLP) field focuses on automated text and language 

analysis. Due to ongoing advancements in deep learning and machine learning, NLP approaches have advanced 

significantly in recent years. The employment of reasonable Language Processing (NLP) techniques in social 

networking sites seems reasonable given these parallels in form and content. Even though the word "NLP" relates 

to natural languages, programming code is studied using the same computational techniques. Over the past two 

decades, The discipline of NLP has continuously contributed statistical and machine learning methods to bioin-

formatics. The application of machine learning and natural language processing (NLP) techniques has greatly 

facilitated the processing of digital data. Because of the growing reliance on digital data, it is essential to maximize 

its potential in numerous study domains. Social media platforms can be utilized for a variety of tasks, including 

information extraction from text, automatic vocabulary management, text extraction from social media platforms, 

data mining, research object identification, and analysis. And its consequences, etc. Even though NLP-based 

machine learning approaches perform very well in the biomedical and healthcare industries, additional expertise 

is needed to analyze narrative medical material [1]. In order to generate new opportunities in this field, it is vital 

to thoroughly examine the issues and difficulties with information extraction from medical literature [2]. The 

youthful population has escalated the usage of insults or cyberbullying on websites. Social media usage is be-

coming more and more prevalent every day. Both the number of users and the amount of time they devote to the 

site are growing tremendously. They are unrestricted and able to speak whatever they want on this platform. 

Access to this website or social platform is impacted for other users. Limiting the information on this social media 

platform that uses cyberbullying terminology through analysis will enable the constructive discourse for which 

this social media platform was designed to be used. The way that people share their opinions on issues has changed 

as a result of the abundance of public platforms that are available online. It made it simple to swiftly share our 
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opinions with a sizable group regarding the general public or a specific person. But it's also important to take into 

account how quickly insensitive remarks and ideas can spread in a public setting. Cyberbullying was neglected 

and not taken seriously in the previous year. Due to the poor user activity, it was advised to screen off or discon-

nect if any threatening comments were made. But right now, everything is totally different. These comments are 

being used by 50% of social media users in 2017, and this cannot be disregarded. This major issue is also being 

experienced by popular social media platforms like Twitter and Facebook. These derogatory terms have been 

used against people and communities, and numerous legal suits have been brought. 

2. SOCIAL NETWORKING PLATFORMS PROBLEM STATEMENT 

Platforms for social networking have become an essential part of people's life since they give them a way to 

communicate, share information, and connect with others. These platforms do, however, also deal with a number 

of problems and difficulties that may have an effect on both its users and society at large. One of the main diffi-

culties with social networking platforms is the spread of misleading information and fake news. False information 

and propaganda have thrived on social media, which can significantly affect public opinion and even influence 

elections and political results.  Cyberbullying is another problem; when people use social media to harass, intim-

idate, and abuse others, it can have a bad impact on their mental health and even result in suicide in some circum-

stances. Another issue is privacy because social media sites frequently gather enormous amounts of user-provided 

personal data that may be sold to third parties or used for targeted advertising. Users may believe that their per-

sonal data is not sufficiently protected, which can cause problems with data privacy and security. With social 

media systems built to keep users interested and skimming through content for as long as possible, there is also 

the issue of addiction. As a result, there may be detrimental effects on mental health, such as depression, anxiety, 

and social isolation. While social networking sites have generally benefited society, In order to continue being a 

constructive influence in the years to come, they must also deal with a variety of problems. Because so many 

people utilize the internet, cyber security is becoming a bigger issue. We are aware that websites offer quick, 

convenient, interactive access to online social networking sites from everywhere, making them an appealing target 

for cybercrimes. Cyberbullying refers to material or visuals that are posted on socially unacceptable websites. 

Words that are hurtful to both a group and an individual are considered abusive. On websites like Twitter, 

YouTube, Instagram, and many more, people use antisocial language and present their opinions in an extremely 

nasty or combative way. This is yet another instance of online harassment. It is regarded as an internet danger in 

the US. Some of the biggest challenges in preventing cyberbullying include finding these words and phrases on 

internet platforms, presenting these cases to legal authorities, and identifying the perpetrators. On social media or 

online community platforms, there is currently no system in place to automatically and intelligently recognize 

instances of aggression and online harassment. This significant problem was not regarded as a research problem 

because of how bad it was, but it is now in a critical stage. There is no way to disregard its impact on the website. 

Researchers and cybercrime organizations must pay close attention to this conduct if it is to be stopped. The goal 

of the research project is to develop a prototype that can automatically detect cyberbullying and inappropriate 

conduct in social media and online groups, thereby preventing online harassment and violence.  First, the data set 

must be extracted, gathered, and labeled. 2. Numerous characteristics are tested, cleaned, and prepped to improve 

accuracy. 3. Classifying text, remarks, or postings into different groups. 4. Assessment and analysis of the ideal 

model. The project's objective is to gain knowledge on utilizing natural language processing and machine learning 

to a relevant problem, such as online bullying and harassment. 

3. BUILDING MACHINE LEARNING MODEL METHODOLOGY 

We propose a novel method for message analysis and detection of potentially harmful activities that combines 

machine learning and natural language processing. The pipeline consists of extracting pertinent data from numer-

ous internet sources, pre-processing, generating ground truth, engineering and selecting features, and classifying 

the data. The objective of this supervised learning issue is to divide online user content into "Bully" and "Non-

Bully" categories for status and post updates. Collecting pertinent information from many websites online is a 

crucial first step. The majority of this sort of data is composed of user posts, comments, photos, videos, and 

audios. As was previously said, gathering raw data sets is the initial step in identifying online threats like hate 

speech and insults. The great majority of user comments, posts, images, and videos on social networking and 

other social media sites provide data sets for cyberbullying. Two resources for discovering a large range of data 

sets are Kaggle, both the UCI Machine Learning Repository, which includes millions of open source data sets for 

data analysis applications, and the places where individuals and companies submit data for research and compe-

tition. 

Building Machine Learning Model: The classification results for the training dataset along with the test dataset 

that Imperium obtained on Kaggle are displayed in Table 1. The table shows the various performance evaluation 

metrics that were used after training and testing the datasets. Although the test accuracy of all four classifiers is 
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between 50% and 55%, their training accuracy ranges from 75% to 90%. Put simply, data preparation is the 

process of transforming raw data into a format that can be understood. Real-world data are often inaccurate be-

cause they lack specific actions or trends. inconsistent, and/or all of these things. Preprocessing data has been 

successfully used to address these issues. Raw data is prepared for further processing through data preparation. 

Count vectors and TF-IDF vectors are used to combine all of the retrieved feature vector sets into a single feature 

set with up to five levels of n-gram ordering as tokens of two words and letters. The training dataset has a total 

of (6594, 4600) features or predictors, where 6594 is the number of samples and 4600 is the total number of 

features. There are also 2235, 4600 elements in the test dataset. Logistic regression, Support Vector Machine, and 

two well-liked ensemble methods, Random Forest Classifier and Gradient Boosting Machine, are the classifiers 

with the most basic classifications. for the goal of creating a machine learning model. Random forest and gradient 

boosting machines need dense feature set matrices, but logistic regression and support vector machines need 

sparse feature set matrices. In order to create a dense matrix for training, the space matrix of feature vectors is 

correctly converted. Numerous higher criteria are researched and altered in order to increase learning effective-

ness. For instance, the regularization strength is the reverse of "C," a parameter used in logistic regression and 

support vector machines. Stronger regularization is indicated by smaller values in SVM. Other variables in a 

gradient boosting machine include "the number of trees in a forest," "the learning rate," "the number of subsam-

ples," etc. The models are created using the Python versions of the aforementioned classifiers from Scikit-learn. 

Examples of advertising categories. On the basis of the training data, a support vector machine is trained. Given 

that the training dataset is unbalanced and comprises mainly of negative examples, the cost factor determines how 

much the cost of an error on a positive example should be greater than an error on a negative example. Parameter 

tuning using the hit-and-miss method, with "C" values of [0.002, 0.02, 0.003, 0.03, 300] and "J," the cost factor, 

of [10, 30, 100], being used as assumptions. For all four models, the training period differs considerably. SVM 

required 6.668 seconds for training, compared to 0.060 seconds for logistic regression. The two ensemble ap-

proaches, random forest and gradient boosting machines, took the longest, 196.236 seconds and 324.447 seconds, 

respectively. After being trained, the models were used with the Kaggle test dataset. The predictions generated 

for the test dataset are then saved in a file. A score of 0 to 0.5 indicates a "non-insulting" opinion, whereas a score 

of 0.5 to 1 indicates a "insulting" opinion. All predictor values lie between 0 and 1. 

4. NATURAL LANGUAGE PROCESSING ALGORITHMS 

Following the pre-processing of your data, you should create an NLP algorithm and train it to understand natural 

language and carry out certain tasks. 

To handle NLP issues, you can employ two primary algorithms: 

1. A rule-based strategy is: Grammar rules that are manually written by linguists or knowledge engineers 

are the foundation of rule-based systems. This method of developing NLP algorithms was the first and 

is still in use today. 

2.  Algorithms for machine learning: Machine learning models, on the other hand, are based on statistical 

methods and learn to complete tasks after being fed examples (training data). 

The primary advantage of machine learning algorithms is without a doubt their capacity for self-learning. You 

have more freedom because there is no need to establish explicit rules because machines can make predictions on 

their own using historical data. Machine learning algorithms are trained to create connections between a specific 

input and its related output by feeding them training data and expected results (tags). To produce predictions for 

yet-to-be-observed data (new texts), machines first determine which properties best characterize the texts, build-

ing their own "knowledge bank" in the process: 

 

 
Figure 1. Building machine learning model 
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5. TOPSIS METHOD 

In many sectors, Multi-Criteria Decision Making (MCTM) is quick. An expanding issue among the places. How 

to assess a set of alternatives based on several criteria is the main issue. Despite the fact that this issue is highly 

practical, there are some solutions, and it might be challenging to assess their quality. Multiple Targets are taken 

into account simultaneously for optimization in multi-criteria decision-making models. Each objective's measure 

is for other objectives. Size can change. For instance, increasing profitability, which is gauged in terms of money, 

could be a goal. Reducing personnel time could also be a goal. However, not all of these goals are in the same 

direction, and occasionally they conflict with one another. Better decision-making in this area comes from better 

programming. Due to its significance and practical use, an explanation of multi-criteria decision-making models 

is provided here. The most suitable of based on n criterion for decision available options other methods of selec-

tion or prioritization, and decision-making processes that consider multiple criteria and are common to the group. 

There are several multi-criteria strategies to help with selection in circumstances when there are multiple criteria. 

The abbreviation TOPSIS, which stands for Optimal Solution, denotes a prioritization method. Originally pre-

sented by Hwang and Yoon, TOPSIS is appealing to decision-makers because minimal subjective input is needed. 

Weights subject to judgment All that is needed is input. The three types of this technique attributes or standards 

that comprise: Benefit attributes that are qualitative and quantitative cost factors or two synthetic substitutes are 

taken into consideration in this procedure. Best Alternative: For each attribute that is taken into account, there is 

an ideal circumstance. Negative The worst possible option is one with subpar qualities. TOPSIS is focused on 

maximizing the distance from a nadir point while also shortening the distance from a great point. MCDM is a 

technique for discovering solutions from finite choices. TOPSIS is crucially important. Combining relative 

weights is possible. Imagine this time that we have n traits or criteria and m alternatives (options), and that each 

criterion has a score for each desire. Using the aforementioned concepts, in this way, starting from the ideal place 

an alternative's distance is considered, as well as its distance from the opposite of the ideal location. The distance 

between the chosen alternative's ideal solution and the negative solution must be very small and very large, re-

spectively.  
 

TABLE 1. Accuracy score of train and test dataset. 

 
 

 

Table 1 GIVES the Data set of the alternatives is Logistic Regression, SVM, Random Forest, and Gradient Boost 

Evaluation Parameters of the Train Accuracy, Test Accuracy, AUC Score and Cross Validation. 

 

 
FIGURE 2. Data set graph 

 

“Figure 1 shows that the Data set of the alternatives is Logistic Regression, SVM, Random Forest, and Gradient 

Boost Evaluation Parameters of the Train Accuracy, Test Accuracy, AUC Score and Cross Validation”. 

 

 

 

 

TABLE 2. Normalized Data 
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“Table 4 shows the data from which the normalized data is calculated from the data set value is divided by the 

sum of the square root of the column value”. 
TABLE 3. Weight 

Logistic Regression 0.25 0.25 0.25 0.25 

SVM 0.25 0.25 0.25 0.25 

Random Forest 0.25 0.25 0.25 0.25 

Gradient Boost 0.25 0.25 0.25 0.25 

 

Table 3 shows the weight of the data set the weight is equal for all the value in the set of data in the table 1. The 

weight is multiplied with the previous table to get the next value. 

 

TABLE 4. Weighted normalized decision matrix 

 
 

 
FIGURE 3. Weighted normalized decision matrix 

 

TABLE 5. Positive Matrix 

 
 

Table 5 shows the positive matrix of the data set that is calculated from the weighted normalized result matrix by 

calculating the maximum and minimum of the benefit factor and the cost factor. 

 

TABLE 6. Negative matrix 
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Table 6 shows the negative matrix of the data set that is calculated from the weighted normalized result matrix 

by calculating the minimum and maximum of the benefit factor and the cost factor. 

 

TABLE 7. SI plus, SI Negative, and Ci 

 
 

Table 7 show the sum of the calculation positive and negative matrix, the Si plus is calculated from the positive 

matrix, Si negative is calculated from the negative matrix and the Ci is calculated from the sum of the Si plus and 

Si negative. 

 
FIGURE 4. SI plus and SI Negative 

 

 
FIGURE 5. Ci Values 

 

Figure 4 and 5 show the sum of the calculation positive and negative matrix, the Si plus is calculated from the 

positive matrix, Si negative is calculated from the negative matrix and the Ci is calculated from the sum of the Si 

plus and Si negative. 
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TABLE 8. Rank 

  
 

 

Table 8 given the Random Forest is on 1st rank, Logistic Regression is on 2rd rank, SVM is on 3nd rank, and 

Gradient Boost is on 4th rank. 

 

 
 

FIGURE 6. Ranking 

 

Figure 5 given the Random Forest is on 1st rank, Logistic Regression is on 2rd rank, SVM is on 3nd rank, and 

Gradient Boost is on 4th rank. 

6. CONCLUSION 

One of the most exciting areas of artificial intelligence is natural language processing, which is already used in 

many daily applications like chat bots and search engines. With the help of NLP, companies may streamline some 

routine tasks and make the most of their unstructured data, collecting valuable insights that can be applied to raise 

client happiness and enhance customer experiences. Despite being a hard science, NLP is becoming more and 

more approachable for consumers because to online tools like MonkeyLearn, which make it simpler to create 

personalized models for tasks like text extraction and classification. Among the examined methods, experiments 

and overall project work show that Logistic Regression and Random Forest Classifier trained on feature layer 

outperform Support Vector Machine and Gradient Boosting Machine in this particular instance. 
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