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Abstract. Evaluation of Histopathology images are a vital approach that is used for the breast cancer detection. To 

build up the efficiency of breast cancer detection and to reduce the burden of doctors and specialists, we layout 
various Deep Learning algorithms to recognize most cancers with the usage of histopathology scans. This paper 

follows several deep learning models like Convolutional Neural network (CNN) and Vgg16 for the recognition 

method. The dataset we used for class manner is Breast Histopathology Images which contain positive and negative 

images. We examined breast Histopathology images of 2,77,524 patients of which 198,748 images are IDC (-) and 
78,786 images are IDC (+). This shows the deep learning algorithms can greatly facilitate the breast cancer 

detection, improving the accuracy and speed of detection. One of the most common cancers is Invasive Ductal 

Carcinoma (IDC). To determine the aggressiveness score to whole-mount specimen, doctors typically focus on 

areas containing IDC. Therefore, one of the common pre-processing steps for automatic aggressive categorization 
is to identify the exact region of IDC along the mounting side. 
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1. INTRODUCTION 

Breast cancer is the most ordinary cancer, especially among women. Newly diagnosed cancer cases in 2012 accounted 

for approximately 25% of all cancer cases, or approximately 44,441.67 million cases. Breast cancer is the most ordinary 

form of cancer in women and is on the rise [1]. Among 4,444 women, the risk of breast cancer is about 4,444: 1 in 8 in 

the US, 1 in 12 in Europe, and 1 in 40 in Asia (WHO 2008). According to some survey, every 8 minutes women in 

India die from cervical cancer and there are about 2.5 million cancer cases and more than 7 million new cancer cases in 

India every year. It is also the most ordinary cancer in women in India, accounting for 27% of all cancers or all cancers. 

According to earlier research, 1,44,937 cases, 4,444 new cases and 70,218 deaths were recorded in 2012. But in India, 

the disease began to increase in the early 1930s and peaked in the 1950s to 1960s. Breast cancer cases were drug 

resistant, according to the WHO. Health authorities are investigating one of 4,444 efforts underway to defeat this relentless 

disease. Screening finds breast cancer earlier makes treatment more efficient. There are many other methods including 

mammography, ultrasound, CT scanning and MRI. The following sections are organized as follows. Chapter 2 contains 

a literature review on breast cancer. Chapter 3 presents our approach for processing histopathology images using 

convolutional neural networks (CNN) and Vgg16, chapter 4 shows the results and chapter 5 includes the discussion. 

2. LITERATURE REVIEW 

Hirra et al [1] come up with an algorithm. According to this survey, the come-up model is Pa-DBN-BC for the 

identification of cancer using histopathological scans. The proposed method automatically extracts features by creating 

equal sized patches from images. The results conclude that the deep learning model improves the efficiency and accuracy 

of cancer case classification.  

K. Das et al [2] conducted a detailed study of different methods where Whole- slide histopathological imaging (WSI) 

has become the standard for cancer detection. Computer vision reduces the work load of doctors and for this detection 

convolution neural network (CNN) is best choice. The Performance of methods was estimated using the breast cancer 

dataset like Break His, IUPHL and UCSB. where, 83% of accuracy is accomplished.  

G. Wadhwa et al [3] come up with a new deep learning algorithm like CNN to improve categorization results on the 

dataset like Break His. The purpose of this algorithm is to help physicians detect and diagnose cancer. In this model 

features are extracted with the help of above-mentioned algorithm. The results have shown the greater accuracy of        

95.58%. 
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Z. Wang et al [4] come up with a computer-aided diagnostic system dependent on mammography enable the advance 

detection, identification and therapy of breast cancer. First, they proposed a quality detection algorithm based on CNN 

and Extreme Learning Machine (ELM) clustering. ssecondly, they construct a characterization set for merging all features. 

Thirdly Extreme Learning Machine (ELM) was proposed for categorization of cancer. 

3. METHODOLOGY 

Figure-1 shows a framework to illustrating the cancer detection from breast histopathology images. 

 

 
FIGURE 1. Framework for identification of cancer 

 

Firstly, the process starts to obtain breast histopathology images of cancer patients. For research purposes these 

histopathology scans have been taken from open-source dataset available on Kaggle. The database contains images of 

cancer and non-cancer cases. Then the Image pre-processing step aims to reduce any unwanted distortion already present 

in the image. This image pre-processing includes two main steps of image enhancement and image smoothing. To remove 

unwanted noise from the image, we apply smoothing. To achieve better results from further processing, image 

enhancement techniques are used to improve the quality of digital histopathology images. The final step is the detection 

step, where efficient algorithms such as CNN and VGG16 are used to classify the breast histopathology images into IDC 

(+) which means cancer is present and IDC (-) where cancer is absent. The results obtained are compared to select the best 

breast cancer detection algorithm. Dataset-The dataset used for the proposed system is Breast histopathology images 

which are available in Kaggle. This data set contains benign and malignant images. The dataset includes 2,77,524 MR 

images, of which 198,748 are labeled as IDC (-). The other 78,786 scans are marked as IDC (+). The final output of the 

model comes from the accurate processing of the test results.  

Convolutional Neural Networks 

       Convolutional neural networks (CNN) are designed specifically for image processing (IP) and it is thoroughly used 

in computer vision. These have become a research hotspot in computer vision areas such as image recognition, detection 

and segmentation [2-3]. It is a well-established technique in the department of medical imaging. The breast MR image 

layers of the CNN Architecture are shown in Figure-2. 

Among various deep learning methods, CNN is considered as the dominant deep learning method. CNNs are the most 

widely used configuration in MRI and other image processing applications. It also has great advantages in image 

categorization and has gained good results in many object recognition problems, especially since the network itself can 

extract multi-level features from images [5]. This DL process that takes various elements of an image and prioritizes them 

so that they can be distinguished from each other. In this network, each convolutional layer is used to extract a different 

set of features from a set of images 
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FIGURE 2. Layers in CNN Architecture 

 

VGG16:  

VGG16 is a deep convolutional neural network method which was introduced by Simonyan and Zisserman. It is still 

considered one of the best and most efficient models available today. A deeper VGG model can help the kernel learn 

more complex features. In a survey, it was developed that the pre- trained and fine-tuned which refers to utilizing transfer 

learning VGG16 achieved elevated accuracy than the fully trained network [10]. The architecture of the VGG16 model 

does not have a large number of parameters, but instead focuses on ConvNet layers with a 3x3 core size. It stands out for 

its simplicity compared to other complete products that have been developed. The minimum expected input image size 

for the model is 224x224 pixels with three channels. Figure-3 shows a standard VGG 16 network architecture. 

 

 
FIGURE 3. A Standard VGG Network Architecture 

 

In the above representation of modified and fine-tuned VGG16 architecture, the first block is frozen, while the remaining 

layers can be trained. 

4. RESULTS 
 

To detect the breast cancer, the optimal use of CNN, Dense Net, Efficient Net and VGG16 is studied. 

CNN 

    Figure-4 shows the breast histopathology image having cancer and Figure-5 shows the image with no cancer 
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respectively using CNN. Figure-6 shows the graphical representation of the model accuracy and model loss depicted during 

detection of breast cancer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 4. Cancerous 

 

 

 

 
     
 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

FIGURE 5. Non-Cancerous 
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FIGURE 6. Graphical Representation of model accuracy and model loss for CNN 
 

VGG 16 

Figure-7 shows the breast histopathology image having cancer and Figure-8 shows the image with no cancer 

respectively using VGG16. Figure-9 shows the graphical representation of the model accuracy and model loss depicted 

during detection 
 

FIGURE 7.  Cancerous 
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FIGURE 8.  Non-Cancerous 

 
 

FIGURE 9. Graphical Representation of model accuracy and model loss for VGG16 
 

The performance metrics of the below comparison Table1 is obtained from the confusion matrix such as recall, precision 

and accuracy with the help of below formulas: 

1. Recall = tp/(tp+fn) 

2. Precision = tp/(tp+fp) 

3. F1score=2*{(Precision*Recall)/ (precision+ Recall)} 

4. Accuracy=tp+tn/(tp+tn+fp+fn) 
Where, tp=true positive 

             tn=true negative 

            fp=false positive  

                                                                                                                                                                                                            fn=false negative 
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TABLE 1. Comparison of performance metrics of existing and proposed methods for CNN and VGG16 Classifiers 

Classifier Recall (%) Precision (%) F1-Score (%) Accuracy (%) 

CNN [3] 99 90 89 95.58 

VGG16[5] 80 95.07 90.84 86.42 

CNN 97.01 98.38 97.69 96.25 

VGG16 94.71 95.49 95.09 92.29 

    

The graphical representation in figures-10, 11, 12, 13 shows the performance measures like recall, precision, F1-Score 

and accuracy for existing and proposed models with CNN and VGG16 classifiers. 

 

 
FIGURE 10. Graphical Representation of Recall for existing and proposed methods with CNN and VGG16 models. 

     
FIGURE 11. Graphical Representation of Precision for existing and proposed methods with CNN and VGG16 models. 
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FIGURE 12. Graphical Representation of F1-Score for existing and proposed methods with CNN and VGG16 models. 
 

 

 
FIGURE 13. Graphical Representation of Accuracy’s for existing and proposed methods with CNN and VGG16 models 

5. CONCLUSION 

The study range over the implementation of deep learning models in breast cancer detection. Extracting high-level features 

from histopathological images helps improve the efficiency of the diagnostic process. In this survey, various deep learning 

methods such as CNN and VGG16 are examine and the corresponding results are compared to select the best performing 

CNN algorithm to detect the breast cancers from Breast Histopathology images. Extensive experiments were conducted on 

the Breast Histopathology Images and a set of performance measures were to evaluate performance. The top performing 

model, CNN showed the highest accuracy of 96.25% among all the models presented in this survey. 
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