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Abstract. Effective fault detection and isolation technologies are very necessary for uninterrupted power supply 

and for making a flexible protection scheme. Almost all protection schemes in the power system are based on data 

exchange among protection units through a strong communication structure. Thus, it is important to deal with a 

large amount of data. Artificial Intelligence (AI) is one of the key factors in this regard. AI has several sections 

and Artificial Neural Network (ANN) is one of them. It is suggested to implement the ANN-based models while 

working with big data. The existing protection models are facing difficulties while trying to deal with big data. 

Thus ANN-based approaches have come into the front line in advanced power system networks. The performance 

of the ANN model is depending on the training of the data set. Hence in this work, we are focusing on preparing 

the data to provide input in the ANN model. The principal component analysis (PCA) method is applied here for 

reduced the dimension of a large number of data sets. The new data set is used to run the k-means clustering 

algorithm. It is shown that the clustering is more accurate with the processed data set by PCA. Therefore, the 

prepared data set is used to run the ANN model that has a smaller size with higher information and minimum 

computational time. This study shows the data preparation part to train the ANN model. 

1. INTRODUCTION  

  Microgrids are now in trend for supplying reliable power in the energy system. But it has faced lots of issues with its 

technology. The DC current does not have any zero crossing in its waveform, which increase the risk of faults, especially 

arc-type faults. As the current required for arc fault generation is very low the commonly used circuit breakers are not 

suitable to protect the system. Some other issues in microgrid systems are the sudden increase of fault current, improper 

information, and guidelines, and lack of standards and practical implementations [1]. Besides, the use of distributed 

generators (DGs) causes the change of fault current amplitude and its direction during the faulty condition. Thus, a 

differential protection unit with high speed is obtained for managing these issues in the microgrid. However, this 

differential protection scheme is not suitable, if the amplitude of the short circuit current is exceedingly transient and the 

synchronization error is lasting for several microseconds [2]. The existing safety devices are not capable of effectively 

differentiating the various types of faults by discovering, categorizing, and localizing them that appear in the microgrids 

because of their dynamic nature, especially when the grid is operating in the islanded mode. There are numerous 

difficulties in research in the area of microgrid protection for the dynamic nature of the microgrid [4], [13], [15]. A cluster 

of decentralized/distributed energy systems that is a set of non-conventional energy resources (like wind, hydro and solar), 

storage the energy and supply it in the demand side (local customers) based on the need, is known as a microgrid [1]. The 

microgrid structure can operate in the mode of both grid-connected (while connected to the utility grid) as well as in 

islanded mode (when the connection with the utility grid is disturbed due to undesirable events such as faults, 

programming errors, etc.) [2], [3], [39]. Usually, the microgrid protection designs rely upon some vital factors such as the 

type of microgrid, topology of the microgrid, category of DG resources, communication type, details about the faults, 

relay model, data preprocessing and grounding method [2], [4], [5]. This makes a requirement for a reasonable and 

intelligent microgrid protection scheme that must be appropriate to integrate with the traditional protection units [10]. As 

the majority of the conventional protection architectures uses microprocessor-based computers or embedded method, 

sophisticated station protection architecture is required. In a protection scheme, the present measuring devices are used 

to give input data and to provide inclusive station protection. Thus, researchers began to research this zone utilizing 

numerous techniques, where artificial neural networks (ANNs) appeared as a promising method to detect different types 

of faults [6], [7], [8]. The ANN technology includes a data processing step that set the input data for the ANN [9], [11], 

[12]. Nonetheless, a very a smaller number of researchers have actualized the concept of overall station protection in 
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microgrids with functionalities that incorporate classification and detection of faults, faulty feeder isolation, and 

assessment of the defective area. Therefore, it is an important area for research that may bring an affordable, suitable and 

intelligent microgrid protection model. Here the use of artificial intelligence has come into the structure. The neural 

network doesn't need any complex programming, because it can be trained using training data and the obtained output is 

generalized and correlated data [14]. Thus, the use of ANN may give a better solution to the protection-related issues of 

microgrids. For implementing the ANN approach, it is important to prepare the input data because the ANN model 

depends on the training data. Hence in this paper, we focus on preparing the input data, so that the ANN model will get 

suitable information in the form of training data. The main aim of this work is to categorize the data set that we further 

used for training the ANN model. In this paper, we have used PCA and K-means clustering algorithm to process the data. 

So that the ANN model may get a highly informative data set as input to train the system. The paper is categorized into 

the following sections, such as theoretical background, overview of the proposed scheme, and data preparation with 

results. Finally, directions for future work and conclusions are added. 

Artificial Intelligence (AI) 

 To develop the stability, operation, and reliability of a microgrid an alternative robust solution scheme is discovered 

based on the concepts of artificial intelligence (AI) that includes machine learning to control the operation of big-scale 

data in power systems (conventional grids, microgrids, and smart grids) [16], [17], [18],[19]. The important properties of 

advanced protection systems should have a quick response, simplicity in nature, flexibility, and controllability in all 

complicated configurations. Recently ANN has had different unique applications in energy network that includes studies 

regarding transient stability, security assessment, voltage stability, primary warning/alert of the connecting power 

systems, etc. [20], [21], [22], [23], [24]. Deep Learning (DL) techniques may utilize in those situations that have colossal 

or intricate information handling challenges of ML or conventional methods for information preparation. DL techniques 

are unable to be reliant on human intercession. The subset of AI and DL comprises various layers of calculations; it gives 

an alternate understanding of the information it benefits from [25]. DL is primarily unique to ML since it presents 

information in the framework alternately. ANN layers are also used in ML calculations, DL networks, etc. Dissimilar to 

managed realizing which is the assignment of learning a capacity planning a contribution to a yield based on model info 

yield sets, unaided learning is set apart by least human oversight and could be depicted as such an AI looking for 

undetected examples in an informational index where no earlier names exist. The initial phase is information setup that 

is essential for data mining during data understanding, data learning, and large data [26],[27]. The information being 

talked about here comprise electrical boundaries and other different types of data which are changed into information that 

can be perceived through a mechanism. Before handling and examination comes data, learning which is the cycle through 

which basic information is sophisticated and changed over. It is a cycle wherein information is reformatted, amended, 

and joined to advanced information. Gathering, investigating, and utilizing the information closes in large information 

[25]. A deep Neural Network DNN is a kind of neural network that has various concealed layers of neurons between the 

inputs and outputs. It is broadly adjusted to display difficult non-linear frameworks in the research of the engineering 

field [28]. Likewise, the calculation of DNN just includes basic arithmetical conditions, delivering a quick computation 

speed. This trademark makes DNN fit for dealing with real-time issues [29], [30]. 

Machine Learning (ML) 

      Two types of ML approaches are available, such as supervised machine learning and unsupervised machine learning. 

The input data used for supervised learning includes training data sets and testing data sets. And the output data should 

ideal for assembling a preparation model. The preparation model is worked by an information investigator or data 

researcher. Criticism is done regarding the exactness of the prepared model along with additional presentation 

measurements throughout the training period. Modification is done according to the requirement. When the preparation 

stage is finished, the model can anticipate results for new information [31], [32]. Classification of big data into different 

categories goes below the supervised learning process that assumes machine learning over models in Grouping. On the 

way of characterization, each case of the respective dataset is ordered into an objective worth. Characterization can either 

be parallel or multi-name. Here and there, one specific occasion can similarly have numerous classes well-known as a 

multi-class arrangement. Grouping calculations are significantly utilized to forecast the data for learning. On the other 

hand, the unsupervised learning technique is utilized to create deductions of the information that doesn't take any marked 

reactions. But the information isn't arranged, marked, or characterized into classes. Bunching investigation, quite possibly 

the most widely recognized unsupervised learning strategy is utilized to discover concealed examples in the information 

or to frame bunch dependent on the information. While ML models have been around for quite a long time, they have 

acquired energy with the ascent of AI. DL models are presently utilized in a large portion of intelligent AI applications 

[33], [34]. 
Supervised Learning:  

    The ML is comprehensively ordered into two: unsupervised learning and supervised learning. Recorded or trained data 

is required in supervised learning that can contribute to the machine and work as a classifier model framed. A supervised 

learning algorithm requires an objective worth/ target. In the case of unsupervised learning, neither the train information 

nor the target is required [35]. Logistic regression is an algorithm based on grouping that used supervised learning at the 
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time of implementation. And it is utilized for prescient learning. This algorithm is utilized for representing information. 

The algorithm turns out superior for binary classification [36]. 

 

2. BLOCK DIAGRAM OF ARTIFICIAL INTELLIGENCE-BASED PROPOSED 

MODEL 

 
AI systems help to take care of issues including the learning capacities of PCs, language handling, and recognizing 

different addresses in the climate in an exceptionally dependable and exact way. Smart cities idea bears the number of 

urban areas with knowledge and different ideas including brilliant vehicles, smart networks, and intelligent medical care 

utilizing the idea of deep learning. By and large, in smart cities where circulated things approach computational assets, 

transferring of data becomes inescapable due to high latency, consequently bringing about essential circumstances. 

Initially to achieve high dependability artificial intelligent-based K-means neural network (KNN) and convolution neural 

network (CNN) is required for processing and cleaning of the control node [28]. 

 

 

 
 

FIGURE 1. Block diagram of AI-based proposed scheme 

 

Figure1 illustrates the block diagram of the AI-based proposed scheme. Here the dataset consists of various data 

collected from the environment (such as temperature, humidity, and other parameters,), the amount of solar irradiance 

whole over the day, and the measured data of voltage, current, etc, from the microgrid. The leveling of data is required 

to differentiate the characteristics of the data. Now the data should be prepared to put in the AI- based model as input. 

The model is now evaluated with the trained data. At last, the monitoring process is developed if the model can able to 

give a satisfactory performance; the else re-iteration process is activated until the desired output is obtained. 

 

3. DATA PREPARATION 

      To work with big data sets machine learning-based supervised algorithm is considered in this work. A simulation 

model is developed to collect the data. To build AI based model we need to train the system with the collected information. 

Hence initially we process the data to make it ready for training. For that PCA is used. The obtained new data set from 

PCA is used as input in the k-means clustering algorithm. This algorithm is used to classify the data set into required 

groups. The data of each group has similar features to that group. Hence this classification of data set may apply to identify 

the faulted section. By using the clustering method four different groups are obtained here. After that, by using python 

programming we leveled the processed data into binary range (i.e., 0 or 1). Thus, we set the input of the supervised 

learning model with a target of 0 or 1. 

  Principle Component Analysis (PCA) 

    PCA is a method based on a statistical analysis of a large number of data sets. The method is implemented to reduce 

the dimension of any large number data set with the least loss of information. It is a suitable method to decrease the size 

of the big number of variables to a lesser number of components, i.e., if the data set is having the size of (n×m) number 

of large data, the PCA technique will reduce the size at (n×k) number of small data. Where 'n' is the observation number, 

'm' is the nos. of parameters and 'k' is the reduced components number of the large 'm' nos. parameters [36], [37]. The use 

of the PCA method helps to identify those components that are having close relation and interconnection with one another 

in a large number of data sets by summarizing them in different groups. The scores of the components are calculated 
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through PCA for each observation. This method offers independent and linear principal components (PCs) from the input 

variables. Instead of using the raw data (input variables) use of PCs can provide better accuracy. Thus, the 

implementation of PCA is very essential to process the data before using them in the ANN model [37].  

  K-means Clustering Algorithm 

     Clustering is the task of dividing the population or data points into several groups such that data points in the same 

groups are more similar to other data points in the same group than those in other groups. In simple words, the aim is to 

segregate groups with similar traits and assign them into clusters. Clustering aims at finding smaller, more homogeneous 

groups from a large heterogeneous collection of items. The main purpose behind the study of classification is to develop 

a tool or an algorithm, which can be used to predict the class of an unknown object, which is not labeled. This tool or 

algorithm is called a classifier. Clustering deals with finding a structure in a collection of unlabelled data. Here K-Means 

has been adopted as the prototype of iterative model-based clustering because of its speed, simplicity, and capability to 

work within the format of a very large database. There is no limitation on the size of the data sets on the k-mean algorithm 

[40]. It also does not explicitly restrict the dimensions of the data and it is believed that it applies to a large variety of 

mixtures. The flow chart of k means algorithm is shown here in Fig.2: 

 

   FIGURE 2. Flowchart of k-mean clustering algorithm 

 

 

4. RESULT AND DISCUSSIONS 
 

     The first step is to reduce the dimension of the data with the maximum feature. So that the visualization of the data is 

proper and also the running time of the model will be less which further increases the efficiency of the system. Thus, we 

implement the PCA algorithm in the data set that reduces the dimension of the data. Figure 3 (a) shows the shape of the 

original data set. 

The PCA algorithm is applied in the above-visualized data set to reduce the dimension of the data. In the original shape, 

the data has 6 features. After implementing the PCA algorithm 2 features are selected from the original set. In Figure.3(b) 

the reduced data set is shown. The data set in Fig.3(b) is restricted to (2, 2) rang because the shape is reduced to 2 features 

i.e., we have 2 columns here. From the above figure, it is clear that the implementation of PCA can eliminate the 

unnecessary data from our data set and make the data set clearer which also has maximum features. 
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(a) (b) 
 

FIGURE 3. Visualization of data set. (a) Original data set, (b) Visualization of data set with PCA algorithm 

 

 

In Figure 4 the original data set is compared with the processed data set. It is shown that the PCA approach can reduce 

the dimension of the data with a maximum no. of features. Those data which are less important or have less information 

are eliminated. Thus, it can further help to run the machine learning model faster. 
 

FIGURE 4. Visualization of original data set with processed data set of data set 

 

          Now k-means clustering algorithm is applied to that data set. The algorithm successfully clustered the data set with 

4 numbers of clusters. To obtain the number of clusters we used the Elbow method. In the next step, the number 

of centroids for each cluster is determined. After that labels of clusters are selected such that 0, 1, 2, 3. Thus the four 

clusters are clearly shown in Fig. 5. 
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(a) (b) 
 

FIGURE 5. Clustering of data set. (a) Clustering of data set with processed data from PCA algorithm, (b) Clustering of the original 

data set by K-means (without PCA algorithm) 

 

          From Figure 5(a), it is shown that four clusters are successfully generated by using the k-means clustering algorithm 

with the processed data collected from the PCA algorithm. The entire data set is separated into four numbers of clusters. 

This is the main contribution of the PCA algorithm in the case of dimension reduction of a large number of data sets with 

maximum features. 

        Figure 5(b), shows the clustering of the original data set by using a k-means clustering algorithm. The used data set 

is not processed by the PCA algorithm. Hence it is clearly shown from the figure that all four clusters are not completely 

separated from each other, instead, they are overlapping at some points. This creates confusion on the ML approach to 

taking decisions for further action. 
 

FIGURE 6. Confusion Matrix of actual and predicted values 

 

In Figure 6 the confusion matrix is shown that was obtained by the processed data set. It is shown from the figure 

that the false positive and false negative values are zero. Thus, the prediction accuracy is high. Thus, this data set is 

suitable to train the ANN based microgrid protection model. In this part of work, we only prepare the data for training 

our ANN based microgrid protection model. This data set consists of the value of current, voltage and power of different 

situations in our microgrid system. The next step of this work is to run the ANN based microgrid model with this pre-

proceed data set in simulink platform. 
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5. CONCLUSION 

As the traditional protection schemes are not so advanced to deal with a large number of data, the introduction of Artificial 

intelligence in this field is an important concept. The ANN is a part of AI that can offer better solutions regarding the 

issues of microgrid protection. The ANN network is a simple platform to work with big data. This scheme only uses two 

types of data, i.e., training data and testing data. The study includes the dimension reduction method of the large number 

of data sets using the principal component analysis technique. The reduced data set is used to make clusters using the k-

means clustering algorithm. The evaluation of the work is investigated using python-based programming for the proposed 

system. Hence a confusion matrix is generated with the processed data set that shows zero false positives and zero false 

negative values. Thus, it consists of higher prediction accuracy. In this work, we try to prepare the input data for the ANN 

model with the help of PCA. The PCA method provides us with principal components that have maximum information 

with a reduced size. To analyze the PCA method we use a big data set collected from a simple simulation model of the 

microgrid. The implementation of the method provides us with principal components with the least loss of information 

which are used to make clusters of different levels. In this study, we only preprocess the data to train the ANN model. 

After that confusion matrix is evaluated. The extension of the work may include real-time data processing to train the 

neural network for protecting microgrids. Acknowledgments. The authors are thankful to Tripura University, 

Tripura, India for their support and required facilities for the study. 
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