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Abstract. Computer usage is increasing rapidly day by day but the input devices are limited and to access them, 

we need to be near the screen. To overcome this problem and control the screen, we can use hand gestures. For 

every operation, we used different hand gestures. We proposed a python program to control the media player 

through hand gestures. In this method, we used libraries like OpenCV, Media Pipe, PyAuto GUI, and other 
libraries to capture the video, provide ready-to-use ML solutions and automate your GUI and programmatically 

control your keyboard and mouse. Hand gestures will be used as the input for providing natural interaction by 

reducing external hardware interaction. The whole process is divided into two steps. Firstly, gesture recognition 

through the camera is done by OpenCV and media Pipe helps to identify the gesture b its position, and the 
respective command is executed. Secondly, PyAuto GUI is used to automate the keyboard and controls the 

media player. 
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1. INTRODUCTION 

Gesture recognition is a technology that uses gestures to communicate with a computer. Due to its flexibility and user- 

friendliness, it is one of the active research areas in the field of human-computer interface. There are many ways to 

recognize gestures and facial expressions, finger counting uses many techniques, uses many algorithms. Based on the 

gestures we provide, it uses mathematical algorithms to convert these gestures into commands to execute. In some 

technical fields, sensors are used to recognize gestures, while in some fields, instead of using sensors, some algorithms are 

used, such as the K-Nearest Neighbor (KNN) algorithm. Gestures are mainly divided as static and dynamic gestures. 

Static gestures refer stable shape of the hand, while dynamic gestures refers a series of hand movements by moving our 

hand. Gestures include various hand movements that can be used as commands to operate applications. By using such a 

complex algorithm, the time required to recognize and execute the command will be proportionally longer. To overcome 

this complexity and make the process more accurate, we used the built-in MediaPipe library, which provides a ready-to-

use ML solution developed by Google. Using the MediaPipe, we can recognize user-specific gestures and call 

application functions corresponding to those gestures. The MediaPipe Gesture Recognizer task allows you to recognize 

gestures in real time and provides the result of the recognized gesture as well as the landmarks of the detected hand. 

This method is more accurate and faster than other methods. In this article, we use MediaPipe and other built-in libraries to 

recognize gestures and use them as commands to control the media player without help of keyboard and mouse. This way 

we can access the computer and remotely control the video from a far distance. Depending on  the number of fingers, 

the distance between the fingers, and the angle of the fingers, different actions will be performed. 

2. LITERATURE REVIEW 

Abhik Swarnakar, Ashish Pal, and Sonu Kumar Soni proposed an algorithm focused on advanced gesture-based 
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robotics research. They use OpenCV, numpy, math libraries and some algorithms to detect the extreme points of the 

fingers recognized by the camera. Once the gesture was recognized by the camera, they pre-processed the image which 

includes the conversion of the grey-scale image to a binary image, so we only had two regions of interest in the photo. 

That is, one will be the hand, and the other is related. Then they drew a contour line with the extreme points of their 

hands.Contours are useful tools for shape analysis and object detection and recognition. Contours are drawn along the 

boundaries of the hand images found after thresholding. After drawing the outline, the next step is to find the center of 

the palm and draw a circle, which is used for performing Bitwise AND operation between hand region and circle. Then 

the number of fingers is determined by the number of extreme points. Hussain, R. Saxena, X. Han, J. A. Khan and H. 

Shin proposed a technique by use of six static gestures and eight dynamic gestures to control a computer. Hand 

identification, tracking of the discovered hand, and data conversion into necessary commands are the three key phases. 

A pre-trained convolutional neural network that was first built on a large data set is used to train a CNN-based classifier 

for hand shape identification. They employed the pre-trained VGG16 CNN architecture, which has 13 convolutional 

layers and 3 fully linked layers. With an accuracy rate of 93.09%, they successfully tested it on seven different 

volunteers in various locations and lighting situations. 

3. METHODOLOGY 

The hand gesture recognition process is mainly divided by two steps. The first step we used is to recognize the hand 

using the OpenCV and Media Pipe libraries and the second step is to automate the input device's control according to the 

gesture. 

OpenCV: 

The term OpenCV, short for Open Computer Vision, is an open-source Python library that lets you perform image 

processing and computer vision tasks. It offers a wide range of features, including object detection, facial recognition, and 

tracking. Computer vision is the field of study that allows computers to replicate the human visual system. This allows 

the camera to capture our gestures in real-time and analyze them accordingly. It recognizes images of green, red, and 

blue, each color ranging from 0 to 255 channels. In this way, a digital image will be captured. By using this software, 

we can resize the image and rotate any corner of the image, and we can perform many operations on the image. 

Media Pipe: 

Media Pipe is an open-source library that gives ML solutions for hand detection which are ready to use. To use this 

feature we need to use "media pipe. solutions. hand". Media Pipe solutions are open-source pre-built examples based on 

specific pre-trained TensorFlow or TFLite models. Due to its simplicity of setup process and using python as 

programming language, the Media Pipe Python solution is the easiest for beginners. Media Pipe is mainly used for 

media processing. 

 

FIGURE 1. Architecture of hand landmark model 
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Media pipe Hands is a finger-tracking solution that uses ML to derive 21 hand landmarks from a single image. These 21 

landmarks cover the entire palm of our hand, and based on the movements between those points and the angle between 

them, based on those points, the output is determined. Media Pipe operates in a real-time work environment, it captures 

the movements that are happening in the Realtime by landmarks that are pointed at specified points. These landmarks 

determine the overall output based on their movements. 

 

 

 

 
FIGURE 2. Hand Landmark detection on MediaPipe 

 

 

PyAutoGUI 

PyAutoGUI is an automation library in python to automate mouse and keyboard movements. It controls these input 

devices, so there is no need to use these input devices to control the computer. By giving appropriate instructions, the 

cursor will navigate to a specific position and perform actions without computer-human interaction. We need to import the 

PyAutoGUI library into python using "import pyautogui" to do any automation. By writing code using PyAutoGUI, it 

can control other applications by sending virtual mouse clicks and keystrokes without our physical manipulation. 

 

4. DESIGN PROCEDURE 
 

In this design procedure, using libraries like PyAutoGUI, OpenCV, and MediaPipe, we can control the media player by 

hand gestures in real-time. The MediaPipe library has in-built solutions for our hand gestures. Here, 21 landmarks are 

pointed at the palm, while changing the gestures, based on the movements of these landmarks on our palm, the 

respective command is executed and the media player is controlled. In this application, mainly we are using 8 gestures to 

control the media player. The commands that are executed by our hand gestures are to pause and play the video, volume 

up and volume down, forward and backward the video, and enable and disable those gesture commands. These are the 

commands executed by changing the gesture of our hand. For example, to pause the video,  the gesture we are using is to 

close all the fingers and make it a fist. Here, MediaPipe calculates the angle of the fingers and the angle acquired from a 

fist will be lesser than 50 degrees. So, it pauses the video. Similarly, remaining gestures are taken as input and respective 

commands will be executed. For gesture recognition, we are taking two conditions for the finger. They are open fingers 

and closed fingers. The finger is considered as open if the angle of the finger is greater than 150 and the finger is 

considered closed if the angle of the finger is lesser than 70 degrees. To measure the distance between two fingers, we are 

using the distance formula and to measure the angle of the finger we are using the cosine theorem. To exit from this 

operation we have to click on the 'q' button. The whole process will be terminated. Our hand marked with 21 landmarks 

which covers the whole palm to calculate the distance and angle between fingers. And this is done by two theorems. 

They are: 
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FIGURE 3. Flow chart diagram of the hand gesture recognition process. 

1. Cosine Theorem 

Cosine theorem is used for calculating angles between three points by the distances among the points. 

To know whether the finger is open or close, we measure the angle between the points present in each finger and if the 

measured angle is greater than 150 the finger is considered as opened and if it less than 70,the finger is closed. Cosine 

rule is derived below. 

For a triangle ABC, BC=a, AB=c and AC= b. 

𝑎2 = 𝑏2 + 𝑐2 − 2𝑏𝑐 𝑐𝑜𝑠𝐴; 

𝑏2 = 𝑎2 +  𝑐2 − 2𝑎𝑐 𝑐𝑜𝑠𝐵; 

𝑐2 = 𝑏2 + 𝑎2 – 2𝑎𝑏 𝑐𝑜𝑠𝐶 

𝑐𝑜𝑠 𝐴 = (𝑏2 + 𝑐 − 2𝑎2)/2𝑏𝑐 
𝑐𝑜𝑠 𝐵 = (𝑎2 + 𝑐 − 2𝑏2)/2𝑎𝑐 
𝑐𝑜𝑠 𝐶 = (𝑏2 + 𝑎 − 2𝑐2)/2𝑏 

The above equations are for cosine formula. 

Distance between two points 

It is used to calculate the distance between two points. Consider two points on a plane(x1,y1) and (x2,y2). The distance 

between two points is given by 

𝐷 = √|𝑦2 − 𝑦1|2 + |𝑥2 − 𝑥1|2 
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The above equation is distance formula. 

To execute this process firstly we have to download the virtual environment by the command ‘pip install virtualen’. 

Then we have to ensure that the pip is upto date. Now we have to create the virtual environment using command ‘py 

-m venv venv’. Next we have to activate virtual environment by running activate script by giving command 

‘.\venv\Scripts\activate’. Now we have to install the required modules or packages by the command ’pip install -r 

requirements.txt’. To run the source file ‘py .\public\main.py’ command is used. At last we have to select the video that 

has to be played. 

5. RESULTS 

By using the inbuilt libraries, the output obtained by the system is accurate output. Totally we used 8 gestures for 

controlling media player. They are: 

For activating commands, we used gestures in which the angle of the ring finger, middle finger, and index finger should 

be greater than 150 and should be opened with the remaining fingers closed. 

 
 

FIGURE 4. Hand gesture recognition controls are activated 

 

FIGURE 5. Hand gesture recognition controls are deactivated 
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To deactivate the gesture commands, we used a gesture that the angle index finger and middle finger should be greater 

than 150, and the remaining fingers are closed. 

 

To increase the volume of the video, the gesture we used is thumb finger open and pointed upward with the 

remaining fingers closed of user’s right hand. 

 

 
FIGURE 6. Increasing volume 

To decrease the volume of the video, the gesture we used is pointing the thumb finger downward with the 

remaining fingers closed of the user’s right hand. 

 

 

FIGURE 7. Decreasing volu
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To pause the video we are closing all the fingers in our hand and making it a fist. By making that gesture the video 

will stop playing. 

FIGURE 8. Pausing the video 

 

To play the video we are opening all the fingers in our hand. By making that gesture the video will start playing. 

 

FIGURE 9. Play the video 
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To forward the video, the user should use their left hand with opened thumb finger pointing right side with the 

remaining fingers closed. 

FIGURE 10. Forward operation 

 

To forward the video backward, the user should use their right hand with opened thumb finger pointing left side with the 

remaining fingers closed. 

 

FIGURE 11. Backward operation 

 

As shown above, the video is controlled by different hand gestures. We can also add different hand gestures for the 

same operations. 

Now let us compare the presented model with existing models to compare its accuracy. 
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TABLE 1. Comparision of performances in SVM, KNN,CNN and Media Pipe. 

 
Sl.No 

 
Classifier Type 

 
Accuracy (%) 

 
Application 

1 Support Vector Machine (SVM) 49.2 Robotic Control 

2. K-Nearest Neighbors (KNN) 93.2 Static Gesture Recognition 

3. Convolution Neural 

Network (CNN) 

93.09 Static and Dynamic Gesture 

Recognition 

4. MediaPipe Hand Solutions 95.7 Controlling Media Player 

 

6. CONCLUSION 
 

We set out to create a system that can control the media player using Media Pipe on the basis of hand gesture commands 

given to it. Such a system can automate the media player and can provide different commands to perform on the media 

player using different gestures. Such a strategy for hand sign detection is presented in the proposed method. Our hand 

will be detected by subtracting our hand from the background-by-background subtraction technique. By creating this 

system, we can also extend this model for using different hand recognition methods to use for variable applications. Our 

system also has an easy-to-use interface. By using Media Pipe to recognize our palm, we are getting a precision of 

95.7%.  

Future Scope: 

Hence we are using the inbuilt libraries to capture and progress the image in real-time, we can use this way to control 

other applications by hand gestures. The user has the flexibility to choose their own hand gestures. They can use other 

methods to capture the image in real-time. 

They can use different technologies to interact with the computer without physically interacting with their input devices. 
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