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Abstract: Machine learning has become increasingly useful in various medical applications. One such case is the automatic 

categorization of ECG voltage data. A method of categorization is proposed that works in real time to provide fast and accurate 

classifications of heart beats. This proposed method uses machine learning principles to allow for results to be determined based 

on a training dataset. The goal of this project is to develop a method of automatically classifying heartbeats that can be done 

on a low level and run on portable hardware. 
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1. INTRODUCTION 

Electrocardiogram (ECG) acquires the heartbeat sequence in time displaying the electrical depolarization-repolarization 

patterns of the heart. ECG signal forms itself in the QRS complexes and ventricular beats and it bears essential information 

about the status of the heart. Among many other tools, ECG is still the most significant noninvasive tool for cardiac monitoring 

and clinical diagnosis.Real time categorization of ECG heart beats allows for a continuous, accurate monitoring system. Due 

to the sporadic nature of some heart conditions, this type of careful observation is required, since any non-automatic method of 

detection is not feasible on a long-term basis. Additionally, in recent years machine learning has become more and more accurate 

in the field of data categorization. In particular, the Python package of TensorFlow allows for this style of categorization, along 

with real-time capabilities with a pre-trained learning model. A method of preprocessing data for this form of analysis is 

presented and allows for a consistent style of data input, which is a critical component for accurate machine learning results. 

Preprocessed data is able to be generated in real-time, and so all readings put into the categorical model for analysis are of the 

same format. Experimental results with testing done on the MIT-BIH Arrhythmia Database suggest sufficient accuracy for 

categorization of different types of heart beats [1]. After creation of this categorical model, evaluations were done to ensure its 

accuracy and effectiveness in beat classification. Additionally, in order for this technology to be used for its main intent of 

providing real-time monitoring for people at risk of irregular heart beats, there must be some method of implementation. A 

proposed method of implementation includes the usage of the Apollo 3 Edge (Ambiq Micro.). 

2. METHODS 

The proposed method of heart beat analysis is designed to offer real-time beat categorization and as such is built around an 

incoming stream of data. Python was chosen as a platform for the implementation of the method, as to promote portability and 

the use of other code packages that would serve useful throughout the process. As this is a machine-learning based approach, 

the first step in creating a functional model is to train the model against data with known categorizations. The Spark fun Edge 

Apollo 3 is a low-power microcontroller board designed specifically for long battery life and portable applications. It features 

a high-performance ARM Cortex M4 processor, and an integrated low-power Bluetooth module. The prototyping board is 

developed by Spark fun Electronics, and production was started in March 2019. This microcontroller is, as of writing, a cutting-

edge component in small-scale machine learning, as it has the small size to allow usage in many different applications, alongside 

the processing power to support potential use cases. In addition to these state-of-the-art components, the Apollo 3 is also 

designed to run a slimmer version of TensorFlow, called TensorFlow Lite. This version of TensorFlow is fully capable of 
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making predictions given input data, however it is not capable of creating its own models for use in making predictions. The 

MIT-BIH Arrhythmia Database is a set of readings taken at labs owned by Boston’s Beth Israel Hospital (now known as the 

Beth Israel Deaconess Medical Center) and MIT. The dataset contains 48 half-hour samples of ECG recordings, obtained from 

47 subjects between 1975 and 1979. Since its release in 1980 it has become a standard for heartbeat classification and serves 

as a strong foundation to build the TensorFlow model off of. The samples found in the MIT-BIH Arrhythmia Database are 

digitized recordings of ECG data, which was originally written on 9-track half inch digital tape at 800 and 1600 bpi. The 

recordings were digitized at 360 samples per second per channel, with 11bit resolution over a 10 mV range. For each record, at 

least two cardiologists categorized each beat, and the final decided upon classifications for any given beat in the dataset is 

coupled with the data [1]. The different types of beats, alongside the corresponding character codes, can be found in Table 1. 

Data Preprocessing: An important aspect of the categorical model is consistent, regular data. In order to ascertain that the data 

received by the model is in a similar form regardless of the input, a process was created to regulate the data before categorization. 

The steps of this process are as follows: 

1. Threshold Calculation: In order to properly detect peaks, a threshold value needs to be determined. This threshold 

represents the minimum value that a data point 

TABLE 1. Beat Types in The Mit-Bih Arrhythmia Database 
 

 

Beat Type MIT-BIH Categorical 

Model 

 Annotation Index 

Normal . or N 0 

Left bundle branch block beat L 1 

Right bundle branch block beat R 2 

Bundle branch block beat B 3 

Atrial premature beat A 4 

Aberrated atrial premature beat A 5 

Nodal premature beat J 6 

Supraventricular premature beat S 7 

Premature ventricular contraction V 8 

R-on-T premature ventricular contraction R 9 

Fusion of ventricular/normal beat F 10 

Atrial escape beat E 11 

Nodal escape beat J 12 

Supraventricular escape beat N 13 

Ventricular escape beat E 14 

Paced beat / 15 

Fusion of paced/normal beat F 16 

Unclassifiable beat Q 17 

Beat not classified during training ? 18 

 

can have in order to be recognized as a “beat”. The threshold of a given window of data points is calculated as the square root 

of the RMS of the data. This value provides a conservative, yet effective baseline for peak detection. Peak Detection: Peaks are 

determined to be data points that meet two criteria: 

1. The value must be greater than or equal to the calculated threshold value 

2. The value must exist at a zero-crossing of the first derivative of the data. 

In order to perform peak detection, the first derivative of the data is calculated. Then, the zero-crossings of this derivative are 

compared to the previously calculated threshold value. When a value is found to meet both criteria, it is labelled as a beat. 

1. Beat Extraction: The amount of data points that are collected to represent a beat are determined by the mean peak-

delta. This value is calculated as data is observed and represents the average amount of data points between two 

detected beats. 

2. Normalization: Data is scaled by a factor of max(data) – min(data), to ensure that the data points themselves all fit 

within a range of 1. A transformation is then applied to the data to bring it into the standardized range of (0, 1). This 
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transformation consists of a vertical shift by min(data). It is of note that this minimum is representative of the minimum 

after the scaling. 

3. Padding: Beats that do not have 300 samples are padded with zeros so that all beats fed into the model are of the same 

length. It should be noted that beats that consist of more than 300 samples are truncated to fit within the target window. 

 

 

FIGURE 1. An image depicting the proposed structure of the machine learning model used for categorization. 
 

Model Design: The next step after handling the data was to define a structure for the learning model. To aid in the ease of use 
of the model, a very simple design was created, which would still provide adequate results. The clear start to this type of model 
would be a single input, as even though 300 values are being passed to the model, they are passed in as a single stream. After 
this input layer, a 128-node dense layer was created. This layer handles the main calculations of the categorization process, and 
so it was important that enough nodes were present to allow proper pattern detection during the learning process. A rectified 
linear unit activation function was chosen for this layer, as it provides effective learning processes and results in accurate heart 
beat categorization. The final layer in the learning model is a 19-node dense softmax layer. In the context of this model, the 
value in a given node of this layer is the confidence the model has in the provided beat being of any given type. In most cases, 
the beat with the highest confidence is what the beat will be classified as by the model. Later a method of ignoring classifications 
with low confidence values will be introduced, allowing higher overall accuracy at the cost of possibly ignoring beats that 
would have been correctly classified.  

3. EVALUATION 

Initial analysis of the categorical model has led to a 99.256% accuracy over training data, and a 96.044% accuracy over testing 

data. Accuracies were calculated based on percentage of beats categorized correctly. The training data set contained 101560 

beats, leading to a count of approximately 100804 beats correctly categorized. The testing data set contained 5814 beats, leading 

to a count of approximately 5584 beats correctly categorized. These results match other current methods of heart beat 

classification. [7] The time taken for any given classification is negligible compared to the time between heart beats, and so the 

proposed method of beat recognition and categorization can be considered to be truly “real-time”. That is, a given beat can be 

classified before the next occurs. Because beats are only sent for classification when they reach the center of the active window, 

the duration of time from when a beat occurs to when it is considered is determined by the active window. For most testing 

purposes, an active window of 3 

 
TABLE 2. Results Of Model Evaluation 

 

Dataset Number of 

Beats 

Beats Correctly 

Classified 

Accuracy 

Training Data 101560 100804 99.256% 

Testing Data 5814 5584 96.044% 

 

seconds was used, which allowed for enough data to properly calculate threshold values, while also not having so much data 

that there was too much time between when a beat occurred and when it was sent for classification. With the 3 second active 

window in use, there is a 1.5 second delay between the peak of a beat occurring and it reaching the center of the active window 

for classification. However, this is somewhat alleviated by the fact that a beat is not over once the peak occurs - many critical 

structures are located after this part of the wave. As such, there is only about a half second delay between the beat fully occurring 
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and its evaluation via the machine learning model. Although the model may not always be correct, there are ways to mitigate 

unwanted consequences from an incorrect categorization. Because of the softmax layer in the learning model, each of the 

possible beat types for classification are given a value that represents how sure the model is that the beat is of that type. With 

most correct predictions, this value is very close to 1, taking up most of the available space within the softmax layer [12]- [13]. 

This is due to the softmax property that the values of all the nodes must sum to 1. When the model makes an incorrect prediction, 

it is often not as sure about its answer. By looking at how certain the model is on a given prediction, preemptive measures can 

be taken to ensure that only correct categorizations are being used to make decisions regarding future actions. By varying the 

minimum confidence level required in order for a concrete decision to be made, the accuracy of the model can be increased 

[14]. However, this also comes at a risk of rejecting correct categorizations that did not have a high enough confidence level. 

Further analysis of this method is done in the Results section of this paper, and serves to show the direct effect of this technique 

on the accuracy of the model. Further relative speed-ups between the occurrence of a beat and its classification could be achieved 

by considering a beat after a calculated amount of time, equal to the mean RR interval divided by two. This method was not 

used in testing as it had the potential to cut off critical data points on the tail end of a beat. It was decided that having a slightly 

slower response time in regard to irregular beats was preferable to having less accurate categorizations. 

4. RESULTS 

The proposed implementation of this trained categorical model is through the Sparkfun Edge Apollo 3 microcontroller board 

or an equivalent. Due to the board’s ability to run TensorFlow Lite, it is a prime candidate for the implementation of this model. 

Since the model has already been created and trained, there is no need for the final implementation to modify it. Since this is 

the main 

 

 
FIGURE 2. A grid of beats and their corresponding prediction list. 

 

Fig. 2. A grid of beats and their corresponding prediction list. Each bar represents how sure the model was of each possible 

prediction for the given beat. In each plot, the blue bar represents the correct answer, while the one red bar represents an 

incorrect answer given by the model. This plot shows that the model is usually quite certain about the answer it provides, even 

when that answer may be incorrect. However, there is still some doubt in the models answer when it gave the incorrect answer, 

as it only had a certainty value of 85.76%. feature that Tensor Flow Lite lacks over the full version of TensorFlow, there is 

effectively no difference in the end results. Further analyses have been done on the categorical model, with additional care to 

filter out classifications that may be incorrect through the usage of a confidence threshold. The first analysis done was in regards 

to model accuracy in relation to a minimum confidence value, used as a threshold to ignore classifications that the model is 

sufficiently unsure about. In this study, several variables were tracked. First, the total number of classifications that were 

considered to be valid was tracked, in order to better understand how the scale of the number of beats that had been discarded. 

Secondly, the accuracy within the set of valid classifications was calculated. By looking at these two values, it can be seen that 

by increasing the minimum confidence value, the overall accuracy is increased, with the trade-off being the small percentage 

of beats which are ignored. The results in the following table come from the testing data derived from the MIT-BIH dataset, 

with additional filtering to discard beats that have a classification confidence below the given threshold values. 
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TABLE 3. Effect Of Confidence Threshold on Model Accuracy 

 Accepted  Rejected  

Confidence Beats Accuracy Beats % Accepted 

0.00 5814 96.03 0 100.00 

0.80 5785 96.35 29 99.50 

0.85 5775 96.42 39 99.33 

0.90 5756 96.61 58 99.00 

0.95 5718 96.89 96 98.35 

0.99 5562 97.68 252 95.67 

 
From these results, it can be seen that by taking into consideration a minimum confidence value (and subsequently increasing 
that value) the effective accuracy of the model can be increased. However, this comes at the drawback of losing up to 4.33% of 
classifications. 

 
 

 

FIGURE 3. A confusion matrix showing the accuracy of the model when considering only whether or not a beat is abnormal or normal. 

It should also be noted that the MIT-BIH Arrhythmia Database includes specifications for three beat types that are not present 

in the dataset itself. These three beats are types 3, 9, and 13, representing bundle branch blocks, R-on-T premature ventricular 

contractions, and supra-ventricular escape beats. The reason for this disconnect in specified beats and beats present in the data 

is because these three extra beat types exist in the physio Bank annotation set, however they were not used within the MIT-BIH 

dataset. Because the MIT-BIH dataset is available through Physio Bank, the labels have been adjusted to match the standardized 

annotations. The usage of a minimum confidence value has been shown to have a considerable effect on the accuracy of the 

model. Although some correctly categorized beats are lost due to a low confidence, the ratio of discarded incorrect beats to 

discarded correct beats is large enough to justify this loss in most scenarios. There must be some consideration for scenarios in 

which every abnormality must be caught without fail, in which the entire confidence level threshold can be skipped in favor of 

taking every classification into consideration 

5. CONCLUSION 

A method for real-time heart beat detection and categorization has been presented. This machine-learning based model allows 

for consistent, accurate, but most importantly fast categorizations of heart beats from ECG data. Normalized, succinct input 

data further increases this accuracy and prevents common machine learning problems, specifically the problem of over-fitting. 

Additionally, a parallel method of preprocessing ECG data is presented which works in conjunction with the categorization 

model. This preprocessing method allows for data to be rewritten in a format that mirrors the data that the categorization model 

was trained with, allowing for more accurate categorization to occur. Analyses were presented that show the accuracy of the 

model when categorizing over two potential use cases-the categorization of a specific type of abnormality and the simple 

detection of present abnormalities. 
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