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Abstract: The rapid development in the hardware and the software gives rise to data growth. This data growth has numerous 

impacts, including the need for a larger storage capacity for storing and transmitting. Data compression is needed in today’s 

world because it helps to minimize the amount of storage space required to store and transmit data.  Performance measures in 

data compression are used to evaluate the efficiency and effectiveness of data compression algorithms. In recent times, numerous 

data compression algorithms are developed to reduce data storage and increase transmission speed in this internet era. In order 

to analyses how data compression performance is measured in terms of text, image, audio, and video compressions. This survey 

presents discussion made for important data compression parameters according to their data types. 
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1. INTRODUCTION 

Compression is the procedure of using encoding techniques to minimize the volume of data required for the storage or 

transmission of a specific piece of information (text, image, audio, or video). In a computer system, data compression is 

employed for storing data in a format that uses minimal storage space than the original version. Data compression requires the 

use of specialized software programmers that compress the data and restore it to its original size. Lossy or lossless data 

compression is the two main types. If the recovered data are taken to be identical to the source, the compression technique is 

said to be lossless; otherwise, it is said to be energy inefficient. For applications requiring textual data, lossless compression 

techniques are essential because, in the most extreme case scenario, losing a single character can cause the text to become 

dangerously false [1]. There are many ways to analyse how data compression methods function. We can gauge the algorithmic 

difficulty, computational memory usage, processing speed, level of data compression, and reconstruction quality. Compression 

Ratio (CR)  is the formula used the most frequently to determine how effective a compression technique is and it described as 

the proportion of the total number of bits needed to store compressed data to uncompressed data [1]. The technique of encoding 

information with lesser details than the original version is known as data compression. It is used to minimize the file size, 

allowing them to be transmitted or stored more efficiently.  There are various types of data that can be compressed, including 

text, images, audio, and video. Different data compression algorithms are used for different types of data, and the specific 

algorithm used will depend on the characteristics of the data being compressed and the specific application for which the 

compressed data will be used. Data compression algorithms typically operate by identifying and exploiting redundancy or 

patterns in the data. For instance, a text compression algorithm may find and encode frequently occurring words or phrases 

more efficiently, while an image compression algorithm might identify and encode patterns of pixels that are similar to each 

other [2]. 
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FIGURE 1.  Data compression data types 

2. RELATED WORKS 

One of the most important areas of research is text compression, and many text compression methods have already been created. 

Given how much more bandwidth is being used online, this is a serious problem. In order to obtain an outstanding compression 

ratio, in this work  Burrows-Wheeler transform approach and pattern matching-based lossless text compression technique using 

Huffman coding is suggested [4].  In many pipelines for image processing and computer vision, picture compression is a crucial 

step. Sometimes, the purpose of compression is to deliver visuals that, given a certain compression ratio, a human observer 

would consider as having excellent quality [5]. Since the human eye cannot distinguish these variations, the process enhances 

the compression ratio while keeping significant data that is roughly equivalent to the original data [6]. Mean Square Error 

(MSE), Peak Signal to Noise Ratio (PSNR) and Bits Per Pixel (BPP), and are a few parameters used to gauge the quality of an 

image [7]. Uses the MSE, PSNR, and correlation coefficient (CC) metrics to assess the quality of the decrypted image in each 

situation [8]. Performance data is presented using quantitative measurements in the form of numbers. To evaluate the 

effectiveness of compression techniques statistical measures or tools are used [3]. To assess the audio compression performance 

measurements like Signal-to-noise ratio (SNR) and Bits Per Second (BPS) were used [10]. CR and PSNR are employed to 

contrast the compression quality.  The audio samples outcome proves that the suggested algorithm performs well. By altering 

various system settings, the compression ratio can be increased [11]. This is resource-intensive but direct and meaningful. In 

the compression community, objective techniques like MSE and PSNR are frequently employed as practical substitutes for 

subjective assessment [12]. We will utilise parameters to compare different video standards. We compare the size of the file 

after compression and compression time utilizing the generic compression standards [13]. PSNR and MS-SSIM metrics are 

employed to quantify the distortion of the reconstructed frames. Compared to PSNR, MS-SSIM has a stronger correlation with 

how humans perceive distortion. BPP is used to represent the necessary bits for each pixel in the current frame to compute the 

total bits required for encoding the representations [14]. 

3. PARAMETERS IN DATA COMPRESSION ACCORDING TO THEIR DATA TYPES 

Data compression parameters are used to compute the effectiveness of the compression algorithms. There are different types 

of parameters in data compression according to their data types.  They are text, image, audio and video compression parameters.  

 

Text Compression: Text compression is the technique of encoding details utilizing lesser bits than the source version. It can 

be used to minimize the storage and transmission needs of text data. There are a variety of methods for text compression, 

including lossless and lossy methods. Lossless text compression methods allow you to reconstruct the original data exactly, 

while lossy methods allow for some loss of information in order to achieve a higher level of compression. Some common text 

compression algorithms include Huffman coding, Lempel-Ziv-Welch (LZW), and run-length encoding. Parameters in text 

compression algorithms are values that control the behavior of the compression process. These parameters can affect the 

efficiency of the compression, as well as the speed at which the compression and decompression process occurs.  Some of  the 

commonly used text compression parameters are  Compression Ratio (CR), Compression Speed (CS), Decompression Speed 

(DS), Compression Percentage (CP)  and Execution Time (ET) [4]. 

 

Compression Ratio: Compression algorithm efficiency is calculated using CR, it is the ratio of the source text size against the 

compressed text size. CR is calculated using Equation (1) [5]. 

Compression Ratio =
Original text size

Compressed text size
                                       (1) 
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Compression and Decompression Speed: The speed of compression and decompression (also known as encoding and 

decoding) in data compression refers to the time it takes to convert data from its original form into a compressed form, and 

vice versa. The speed of these operations altered by a number of parameters such as the data size, the compression algorithm 

complexity, and the implementation optimization. In general, compression tends to be faster than decompression, since it is a 

one-way process and does not need to reconstruct the original data. However, the relative speed of compression and 

decompression can vary depending on the specific algorithm and implementation. Some algorithms may be optimized for faster 

compression at the expense of slower decompression, while others may be optimized for faster decompression at the expense 

of slower compression [6].   

 

Compression Percentage: Compression percentage is computed by removing the compressed bits size from the source bit 

size, and then dividing the result by the before compression file size, its formula for computation is given in equation (2) 

[17].                     

 

               Percentage of Compression =
Bits before compresion−Bits after compression

Bits before compression
∗ 100                (2)                            

 

Execution Time: The execution time in text compression mentions the time taken to complete the process of compression 

and decompression (also known as encoding and decoding text). The execution time is modified by  the number of 

parameters such as text size, the compression algorithm complexity and implementation optimization [7].  

 

Image compression: Image compression is a common method in practice to reduce the image file size. It is typically used to 

save storage space, reduce the time required to transmit images over the internet or other networks.  Image compression works 

by identifying patterns in the image data and replacing them with smaller representations.  Parameters are used in image 

compression to control the difference between image quality and file size. Various image compression algorithms and formats 

have different parameters that can be adjusted to achieve different levels of compression. Some of the commonly used image 

compression parameters are CR, CP and PSNR [8]. 

 

Pixel-to-noise ratio (PSNR):  PSNR metric represents the quality of a reconstructed image while comparing with actual image 

that is commonly used in image processing to measure the image performance and compression algorithms, as well as other 

image processing techniques.  PSNR is calculated by taking the proportion of the original signal’s maximum possible power 

to the power of the distortion (difference between the actual and reconstructed signals). The high PSNR intimates the improved 

quality of the reconstructed signal [9]. PSNR is typically calculated as given in equation (3).                            

 

                                               PSNR = 10 * log10(MAX^2 / MSE)                                                     (3)                            

Audio compression: Audio compression is a method to reduce the digital audio file size, typically in order to save storage 

space, minimize the time required to transmit audio over the internet or other networks, or to reduce the cost of storing and 

distributing audio.  Audio compression works by identifying patterns in the audio data and replacing them with smaller 

representations. Parameters that are commonly used in audio compression to control the trade-offs between file size and quality 

are compression ratio and SNR [10]. 

 

Signal-to-Noise ratio SNR: A higher SNR indicates a better quality signal with less noise, while a lower SNR indicates a 

poorer quality signal with more noise. Formula for calculating SNR is given in equation (4) [10].                            

                                                       SNR = 10 × log (signal / noise)                                                     (4) 

 

Video compression: Video compression is the process of reducing the size of a video file, while maintaining as much of the 

original video quality as possible. This is done by eliminating redundant or unnecessary data and reducing the complexity of 

the data that needs to be stored. There are many different video compression algorithms and standards, each with its own trade-

offs in terms of file size, quality, and computational complexity. Some popular video compression standards include H.264, 

H.265, and VP9.  Some of the commonly used parameters for video compression are PSNR, SSIM , AVM and MS-SSIM [11]. 

 

Structural Similarity Index (SSIM): SSIM metric compares the originality of two images, checks the quality of the desired 

video compression algorithm by comparing the compressed video frames to the original video frames. The SSIM is calculated 

using the luminance, contrast, and structure of the images, and it is typically ranged from -1 to 1.  In which the maximum value 

indicates the higher similarity among the images. SSIM is often used as a benchmark for evaluating the quality of video 

compression algorithms because it well compared with image quality in terms of human perception  [12]. 

 

Multi-Scale Structural Similarity Index (MS-SSIM): An addition to the SSI, MS-SSIM for Motion Detection quality metric 

computes these metrics at different scales and associate them by equation 5 [40]. 

SSIM(x, y) = [lM(x, y)]αM · YM j=1 [cj (x, y)]βj [sj (x, y)]γj                                       (5) 
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Artefact-based Video Metric (AVM): An artefact-based video quality metric AVM to estimate the reconstructed video 

quality.  Formula for calculate AVM is given in equation (6) [11]. 

 

AVM (x,y) = θ1Ab(x,y) + θ2As(x,y) + θ3Ae(x,y)                                                (6) 

 

4. COMPARISON OF PARAMETERS FROM RECENT RESEARCH ARTICLES 

TABLE 1.  Parameter comparison of Text compression.  

 

From the table 1, by comparing the parameters used in recent text compression research paper compression ratio and 

compression percentage are the most commonly used parameters. 

 
TABLE 2.  Parameter comparison of Image compression. 

 

 
From the table 2, by comparing the parameters used in recent image compression research paper compression ratio and PSNR 

are the most commonly used parameters.  

 

 

 

 

 

 
 

 Compression 

ratio 

Compression 

Factor 

Compression 

Percentage 

BPP RMSE PSNR Compression 

Time 

Decompression 

Time 

MSSIM 

[13] Yes Yes Yes       

[9]    Yes Yes Yes    

[14] Yes     Yes Yes   

[15]      Yes    

[16]      Yes   Yes 

 

[17] 

Yes         

[18] Yes     Yes    

[19]     Yes Yes    

[20]    Yes  Yes Yes Yes Yes 

[21] Yes     Yes    

[22] Yes         

[23]    Yes  Yes    

 Compression  

Ratio 

Compression  

Speed 

Decompression  

Speed 

Compression  

Percentage 

Execution 

time 

Compression 

 time 

Decompression 

time 

Compression 

Factor 

[6] Yes  Yes Yes      

[24]    Yes     

[7] Yes    Yes    

[5] Yes     Yes Yes  

[25]    Yes     

[26] Yes        

[27]    Yes     

[28] Yes        

[29] Yes Yes Yes      

[30] Yes   Yes  Yes Yes Yes 

[31] Yes Yes Yes Yes    Yes 
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TABLE 3.  Parameter comparison of Audio compression. 

 SNR CR PSNR Decoding Speed 

[32] Yes    

[33]  Yes Yes  

[34]  Yes  Yes 

[35]  Yes   

[36] Yes    

[37] Yes    

[38] Yes    

 

From the table 3, by comparing the parameters used in recent audio compression research paper compression ratio, PSNR and 

SNR are the most commonly used parameters.  

 
Table 4.  Parameter comparison of Video compression. 

 

 

 

 

 

 

 

 

 

 

 

From the table 4, by comparing the parameters used in recent video compression research paper PSNR and SSIM are the most 

commonly used parameters.  

5. CONCLUSION 

Data Compression (DC) approaches are crucial to manage the enormous volume of data generated in diverse structures in the 

digital world, still, now there is no proper universal DC strategy for efficiently compressing the multiple data formats in various 

applications. In order to compress different kinds of data, including textual, audio, video, and photos, a number of DC 

techniques are proposed. DC algorithm performance are explored in different perspectives.  The algorithmic difficulty, 

computational memory usage, processing speed, level of data compression, and reconstruction quality can be measured. 

Compression ratio is the frequently used formula to determine the effectiveness of compression technique. This study describes 

and evaluates the most recent DC performance measures in text, image, audio, and video compression algorithms. 
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