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Abstract: The traditional robotic arm control method has strong dependence on the application scenario. To improve the 

reliability of the mobile robotic arm control when the scene is disturbed, this paper proposes a control method based on an 

improved proximal policy optimization algorithm. This study researches mobile robotic arms for opening doors. At first, the 

door handle position is obtained through an image-recognition method based on YOLOv5. Second, the simulation platform 

CoppeliaSim is used to realize the interaction between the robotic arm and the environment. Third, a control strategy based 

on a reward function is designed to train the robotic arm and applied to the opening-door task in the real environment. In this 

paper PPO algorithm is used to solve the result. The experimental results show that the proposed method can accelerate the 

convergence of the training process. Besides, our method can effectively reduce the jitter of the robotic arm and improve the 

stability of control. 

keywords: yolov5; CoppeliaSim; mobile robotic arm; control strategy; PPO algorithm; deep reinforcement learning; 

proximal strategy optimization. 

1. INTRODUCTION 

 
In the field of modern industrial technology, robotic arms are used to perform dangerous and repetitive tasks. To expand the 

working range of the robotic arms, the researchers combined the robotic arm with the mobile platform to form a mobile robotic arm. 

The mobile robotic arm has the moving function of the mobile platform and the flexible operation function of the robotic arm. At 

present, the mobile robotic arm is widely used in the fields of life services, industrial manufacturing, and space exploration, and its 

research has important theoretical value and broad application prospects [1]. The motion planning of mobile robotic arms is usually 

achieved by demonstration in traditional industrial applications. For application scenarios with changing working environments, 

traditional control methods are becoming increasingly challenging to meet the needs of users to control robotic arms quickly. In this 

paper, the recognition method of YOLOv5 [19] is used for visual guidance to quickly and accurately identify the door handle target. 

For the application of the deep reinforcement learning method in the control of the mobile robotic arm, the training convergence 

speed is slow and the stability is poor because of the sparse reward value of the algorithm. To reduce training time and help the 

algorithm converge, this paper proposes an improved PPO algorithm. It can learn complex behaviors, handle continuous action 

spaces, and find good policies in environments with high-dimensional state spaces. 

The contributions of this work are as follows: 

 The method of YOLOV5 is applied to door-handle recognition, and the relationship between distance and pixel ratio is 

experimentally fitted for door-handle localization. 

 The state space, action space and reward function are designed to realize the interaction between the robotic arm 

and the environment. 

 An improved PPO algorithm is presented by expanding the experience pool to reduce the exploration of the useless 

environment. 

 The comparison experiments show that the improved PPO algorithm is faster and more stable than the TRPO and 

PPO algorithms. 
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2. HANDLE RECOGNITION AND POSITIONING METHOD DESCRIPTION: 

 
In this section, the proposed identification and positioning methods are described. With the increasing demand for target 

detection accuracy and speed in practical applications, the current target detection algorithms mainly use detection methods 

based on deep learning. Target detection algorithms based on deep learning include Faster R- CNN [20], SSD [21], YOLOv3 

[22], YOLOv5, etc. Compared with traditional detection methods, YOLOv5 has the characteristics of good robustness, 

strong generalization, and high precision. 

Yolov5 Network Model:  The YOLOv5 network structure consists of four parts: Input, Backbone, Neck, and Output 

layer. 
The network structure: The input terminal Input adopts a data-enhancement method to perform an adaptive scaling 

operation on the input image. The focus structure at the front end of Backbone effectively improves the quality of image 

extraction through convolution operations. The center and scale prediction (CSP) structure enhances the network's ability to 

fuse features.  The spatial pyramid pooling (SPP) module first uses kernels of varied sizes to perform max-pooling 

operations. Neck aggregates the feature information with the output features of the CSP module and fully integrates the 

image features of different layers. The output layer Output adopts the generalized intersection over union (GIOU) loss 

method to increase the measure of the intersection scale, which solves the situation that the two boxes do not intersect. 

Handle Positioning: Move the robotic arm in front of the door and adjust the pose so that the camera is parallel to the 

door. This experiment aims to measure the vertical distance between the camera and the door plane and calculate the ratio of 

the recognition frame's length to the picture's length when the camera is constrained by a parallel plane. The relationship 

between the two is described by the fitting curve, and the fitting curve is substituted according to the length ratio. 

 

The camera position varies from N to M; corresponding to the projection on the Z-axis ZN respectively ZM represents 

the vertical distance from the camera to the door plane—the trail of opening the door. 

Door Opening Trajectory of the Mobile Robotic Arm: The door-opening trajectory of the mobile robotic arm is limited to 

the rotation angle of the door axis and the door handle. The following Figure 5 shows the process of the door rotating from A 

to B around the door axis O. The rotation angle of the door handle around the door axis is the same as the door rotation angle 
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p. The gripping position of the door handle is set as the initial point of the trajectory, and the force analysis is conducted 

using the lever principle. Less force is required to turn the door handle as the force is applied away from the door handle 

pivot axis. Here, the grasping position is set to 3/4 of the length of the door handle, and the robotic arm can reduce the 

grasping force as much as possible to complete the grasping operation without falling off. Under these constraints, the 

trajectory of the robotic arm's end is determined. 

Reinforcement Learning PPO Algorithm and Improved PPO Method: For the traditional control algorithm of the robotic 

arm, there are multiple solutions of target position, which makes the exploration efficiency of the end of the robotic arm 

inefficient with the increase of dimension. The reinforcement learning method is used to improve the control efficiency and 

stability of the robotic arm. During the interaction between the robotic arm and the environment, the reward feedback 

optimization strategy of the environment for the action in the current state is used to realize a better control strategy under 

specific performance indicators. 

Principle of PPO Algorithm: The PPO (proximal policy optimization) algorithm can deal with large-scale and continuous 

space control, which is suitable for continuous actions such as robotic arm grasping. The key idea of the PPO algorithm is to 

limit the update range of the new strategy by adjusting the proportion of the new strategy and the old strategy to solve the 

problem that it is difficult to determine the value of the learning rate. This restriction prevents the strategy from converging 

when the learning rate is too large, and the training time is long when the learning rate is too low. This restriction can 

effectively improve the control efficiency of the robotic arm and improve the stability of the control.PPO is improved based 

on TRPO (trust region policy optimization) algorithm. In view of the low sampling efficiency of the TRPO algorithm, the 

PPO algorithm adopts the method of importance sampling to solve the problem. The algorithm can improve the efficiency 

and reliability of TRPO data when only first-order optimization is used. 

Improvement of PPO Algorithm: In the reinforcement learning PPO method, the agent continuously obtains experience 

and rewards in action during the training process and trains the model through these data. Full data coverage cannot be 

achieved in the real environment, so the agent will think that the reward problem will prolong the training process and 

reduce the training efficiency. To reduce the appearance of sparse rewards, this paper is an improved method of reward 

shaping for PPO. This method randomly selects a certain number of states in the sequence as the new target when the 

sequence length reaches or exceeds the target during the reinforcement learning training process. 

Definition of State Space and Action Space: The state space mainly includes the base of the robotic arm, the relative 

position between the end of the robotic arm and the target, the rotation coordinates of each joint of the robotic arm under 

limited conditions, and the state of the end of the robotic arm. Rd is set as the reward function of the state space, w 

represents the reward weight, and the reward function equation of the relative distance between the gripper and the target T 

is established. The action space design lies in the rotation angle of each joint of the base and the robotic arm and includes the 

rotation angle when the end clamping claw holds the target. The base, boom, jib, and wrist of the robotic arm rotate around 

the axis respectively and set the rotation angle around the axis and the corresponding value range. 

Design of Reward Function: To solve the problem of sparse grasping rewards for robotic arms, formal rewards were used 

to improve learning efficiency. The state action is updated and trained according to the distance reward function network. 

The end gripper of the robotic arm can get the reward value of the target distance after each action. The training process of 

reinforcement learning tends to increase in the direction of reward, and the reward value increases gradually with the 

decrease of distance. 

Result of Simulation Experiment: To assess the reliability of the method, a simulation environment and a realistic 

experimental scenario are experimentally set up. For the control task of opening doors on a mobile robotic arm platform, 

reinforcement learning algorithms such as TRPO, PPO and improved PPO are tested in the simulation environment. The 

reward values corresponding to the algorithms are used as key metrics to compare the merits. The models with good training 

results are applied to the recognition grasping task of the mobile robotic arm in a realistic scenario. 

 

3. CONSTRUCTION OF THE SIMULATION ENVIRONMENT 
 

CoppeliaSim is a robotics simulation platform with an integrated development environment. The platform has a rich 

physics engine for building cross-platform simulation environments. 
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The main body of the mobile robotic arm is built from a combination of the arm, track, camera, and jaws in CoppeliaSim, 

and the mobile arm is sized to match the actual structure and dimensions. Python controls the movements of the mobile arm 

platform in CoppeliaSim through the API interface, providing a good experimental environment to verify whether the 

mobile arm can accurately follow the control procedure to open the door. 

 

 
Join Simulation Experiments: The experimental simulation platform adopts the method of joint simulation, and Python 

controls CoppeliaSim through an API interface to realize the control of the motion simulation of the mobile robotic arm. 

 

A  B 

 

C                   D 

 

 

 

 

 

E                        F 

The effect of the simulation experiment. (a) The platform moving to the operation area. (b) Adjusting the position. (c) 

The platform captures the image. (d) The grasping operation. (e) Revolving door handle. (f) The door-opening operation. 

The experiment uses the proposed improved PPO algorithm control strategy in the experiment. a. shows the  mobile robotic 

arm platform moving to the operation area and adjusting the position. b—d show the grasping operation process of the 

robotic arm reaching the grasping position according to the relative position information. e,f show the mobile robotic arm 

completing the door-opening operation. 

Results and Discussion of Physical Experiment: The mobile robotic arm platform mainly includes the robotic arm, 

crawler car, camera, gripper, etc. First, after the mobile robotic arm platform reaches the working area, it adjusts to a state 

parallel to the door through its position and attitude information. The camera and the robotic arm form a hand—eye system. 

The mobile robotic arm platform determines the target of the door handle and calculates the relative position through the 

method of target detection. Finally, the model trained in the simulation environment is applied to the actual crawling 

experiment. In addition, the crawling success rates of TRPO, PPO, and improved PPO algorithms are compared to verify the 

effectiveness of the control strategy of improved PPO algorithms. 
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Object Detection and Positioning: Based on the PyTorch framework, the operating environment is set up, the dataset is 

trained using the YOLOv5 model, the number of training iterations of the dataset is set to 300 times, and the main data 

change as the number of iterations increases during the training process. The door-handle recognition and detection models 

extract large amounts of feature information from images. 

 

 
 

The identification results show the frame with a better recognition frame selects the border of the door handle. The 

recognition rate is as high as 90%, and the experimental results show that the door-handle detection model based on the 

YOLOv5 model has the characteristics of high precision, good robustness, and fast speed. 

Experiments on Opening Doors: The mobile robotic arm was tested in a real-life scenario. Figure 16a shows that the 

moving robotic arm platform moves to the door and adjusts the posture. Information through the camera to complete the 

recognition and positioning of the door handle. 

 

 

  The effect of the simulation experiment. (a) The platform moving to the operation area. (b) Adjusting the position. (c) 

Image recognition. (d) The grasping operation. (e) Revolving door handle. (f) The door-opening operation. 

4. CONCLUSIONS AND FUTURE WORKS 

 

This paper proposes an improved method of reward shaping for PPO, which increases the storage of experience values 

during training, thus reducing the exploration of useless environments by the robotic arm. This method is applied to door 

opening with a mobile robotic arm. The robotic arm identifies and locates the door handle through the YOLOV5 method and 

applies the model trained in the simulation environment to the real grasping task. To measure the performance of the 

proposed method, this paper has also compared PPO with TRPO and improved PPO by comparing the solution quality using 

a reward indicator and actual error. In future work, the application scenarios of mobile robotic arms will be expanded by 

adding various types of door handles. 
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