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Abstract: The problem of DoS attack on cloud-based networks can be tackled by using a wide range of unpredictable IP 

address, thus increasing the work put by the attackers by making these attackers to look up a ton of IP address space to get 

to the target host. Many target defences use randomization of IP addresses based on the assumption that newly assigned IP 

addresses will be harder to predict by attackers. Many samples were calculated using frequency computation, and the 

Markov process sample address prediction was made from a list of time series data of the collected IP addresses. 
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1. Introduction 

DoS attackers deplete a certain set of network services that users demand, resulting in clients being refused access to those ser-

vices. Specific IP addresses can be targeted when DoS attacks occur at the network, transport, or application layer, and the loo-

pholes can be leveraged at any targeted tier. Target defence systems can use IP address randomization to reduce the impact of 

DoS attacks on hosts linked to the internet. The server provides a VPN-like service to a huge number of users, and anonymous 

users are not permitted to use it. Over time, the process of changing IP addresses Randomization of IP addresses is alluded to as 

IP randomization. The primary purpose of this project is to devise a feasible assault. This is possible because to the tools and 

APIs provided by cloud computing providers. While establishing and maintaining an IP address database, we consider the at-

tacker. This database is used to anticipate the immigration service&#39;s IP address. 

2. Background and Related Work 

The background for shifting target security is provided in this section. And here&#39;s a short rundown of IP address shifting 

in cloud-based technology. The effort required in evaluating the efficacy of shifting target defences is summarised in Section II-

C. 

A. Moving Target Defences:A moving target attempts to thwart security breaches. Depending on the attack, certain of the tar-

get&#39;s assets continue to alter. The idea is to make the necessity for assault more prevalent. Time and resources are ex-

pended by the attacker as a result of constant alterations in the network or mechanical structures. When it comes to a fascinating 

attitude, not to mention the aforementioned labour, Specific attributes and techniques for networks are offered. Virtual networks 

that are hosted in the cloud. 

B. Cloud-based Virtual Networks: Infrastructure as a service is provided by cloud computing providers such as Amazon Web 

Services. A user is someone who owns or administers a cloud computing Issuer account. The user gets full access to all servic-

es. Any service, host, or privacy rule in the profile may be added, edited, or deleted. Users may use this to establish virtual net-

works. Hosts with routing rules and specialised web portals that provide one or more apps. Cloud computing sites provide vir-

tualized computer services that may be utilised for production right away. Virtual machines made from predefined or persona-

lised machine images, public fixed or ephemeral IP addresses that can be dynamically designated to virtual machines, virtual 

networks with underlying IP addresses and routing tables, and security rules that encompass one or more virtual machines are 

all included in these services. 

C. Evaluating Moving Target Defences 

The following works are thought to be the most closely related. It also seeks to assess the efficiency of moving target security 

randomization. Because of the vast range of address sorting, earlier work are centered on memory addresses. Operating system 

randomization prevents the usage of memory corruption issues. Randomization of the process of ambiguity resolution I s simi-

lar to switching IP addresses for machines on a network at random, except it utilises accessible memory addresses instead. The 

purpose of this strategy is the same as it was before: to analyse space performance and streamline the instruction set in practise, 

with a particular focus on network address randomization and the development of novel prediction algorithms for this area. 

3. A Model Of Attack And Defense 

In cloud computing, this section discusses the issue of shifting target addresses in the context of cloud-based virtual networks. 

A. Definitions Consider that A is the attacker in charge of the Internet&#39;s network of nodes. The attacker is constrained in 

terms of the number of restrained nodes (which is related to the cost of the assault) and the time of attack. The target net-

work&#39;s attack surface, S, is a collection of hosts (indicated by their IP addresses) which are exposed to the Internet from 
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the outside. These hosts offer a port that accepts requests from any source. The binary relation R ⊂ A × S represents a denial-

of-service attack (or just an assault). An attack is when software on a host u ∈ S gets overloaded to the point that it can no long-

er react to genuine clients. 

B. The Attack Model: Consider an attack intended at denying services to a large number of hosts for an extended length of 

time in the target network&#39;s (Limit) resource for a certain amount of time. Remote privilege escalation might potentially 

be used by the attacker to get remote access to a few of the computers in the target network. From the standpoint of IP address 

Randomization, the nature of the remote access assault and the Service denial assault differs; both attacks rely on knowledge 

and need the carrying of target IP addresses for the duration of the attack. As a result, security based on masking and shifting IP 

addresses is also beneficial. 

C. The Defence Model: The Target networks appeal to a certain population by hosting apps that may be accessed over the In-

ternet. While many apps employ the HTTP (or TLS-based HTTPS) protocol, this research makes no assumptions about which 

network protocol should be used. Ways to prevent undesirable IP addresses from accessing the intended network, which is es-

sentially unknown, are available on cloud computing sites. Based on the security model, we consider: 

1) The surface of the intended network has a total of N hosts, 

2) A combination of N addresses are sought out from cloud computing website, which transforms N hosts 

from IP addresses, according to table. 

3) The IP addresses are obtained once for each modification and allocated to the N hosts. 

4) IP addresses previously assigned to the target network are not remembered by the target network. 

5) DoS attacks are ignored by the target network. 

D. IP Address Allocation: Cloud service providers build and manage networks that house virtual networks formed by cloud 

customers. Many cloud users are served by a cloud computing provider. A fraction of cloud customers seek public IP addresses, 

either by requesting an elastic IP address which could be paired to a virtual machine or through constructing virtual machines 

that are accessible from the Internet. Until the user delivers the elastic IP addresses or eliminates the virtual machine where an 

IP address was assigned, the IP address remains reserved for the user. Although no information regarding the underlying logic 

of Ω is available to the user, we may draw certain 

Assumptions regarding its behavior: 

1) IP addresses are assigned by cloud computing providers based on the location where the target network 

gets hosted, 

2) Each area has a large number of cloud users, 

3) The number of accessible IP addresses and also the variety of IP addresses varies by area, 

4) An IP address assigned to a cloud user will only be published if the user explicitly requests it, and 

5) The unspecified random function Ω is used to choose IP addresses from a pool of accessible IP addresses in an area. 

 

4. Attack Strategies 

The Learning and Prediction model, as well as the General Attack Algorithm, are discussed in this section (Subsection IV-

A). The following are the designs for three types analytical quests: random (Subsection IV-B), frequency based (Subsection IV-

C), and also a clustering model (Subsection IV-D) for finding freshly allocated IP addresses. 

A. Overview: This is the learning stage. Figure 1 depicts the process of studying and anticipating the target network&#39;s 

upcoming IP addresses. The IP address assignment algorithm is used by the cloud computing platform, which generates a func-

tion Ω that returns an IP address based on a requesting client&#39;s area and other hidden parameters.  

 

 

 
 

FIGURE 1. The process of predicting IP addresses in the target network.  

Ω is a function used by the cloud computing provider to allocate IP addresses. The attacker’s aim is to predict its behaviour 

using either a random, a frequency, or a clustering strategy (Section IV). Observed IP addresses are recorded and used in con-

sequent predictions. Single attack iteration is summarised in Algorithm 1. We&#39;ll suppose that each iteration of the assault 

begins right after the target network assigns N new IP addresses to the intended hosts, and that the attackers&#39; aim is to lo-

cate those N IP addresses. The acquired data is used by the prediction model to provide a list of categorized forecasted IP ad-

dresses. As a result of the call for action, the priority order is probably to be decreased and omitted. 

Algorithm 1 One iteration of a denial of service attack on N hosts in the target network. 

Require: N, M 

1: O  [ ] 
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2: for A ∈ predict(M) do 

3: for A’ ∈ complete(A) do 

4: attack the server on A’ 

5: if attack on A’ succeeded then 

6: append(A’, O) 

7: if |O| = N then 

8: return 

9: end if 

10: end if 

11: end for 

12: end for 

13: Update (M) with information from this iteration 

B. Random Attacker: The model M for Algorithm 1 in this strategy simply delivers a list of all recorded prefixes in random 

sequence. The random attacker&#39;s purpose is to provide a simple and quick attack technique that can be implemented in 

exercise, and it also relies on the data gathered by the clustering attacker. 

C. Frequency Attacker: Based on the frequency of presence in the dataset, the frequency attacker generates estimates from a 

sorted (in descending order) list of prefixes. According to the frequency attacker, address prefixes with a high frequency are 

more likely to reoccur. 

D. Clustering Attacker: When the surface of the target network changes, the clustering attacker launches an attack. In an ideal 

world, the attacker knows when new IP addresses are assigned to hosts on the surface. Using the most anticipated transition of 

the N IP addresses seen in a prior (preferably, the preceding) attack iteration, the assault iteration forecasts the collection Q of 

IP addresses freshly allocated to the hosts. The attacker combines the dataset and constructs a Markov transition matrix, as ex-

plained above, to determine the most likely transitions. The goal is to guess the first 24 bits of the address and leave the final 

byte to a brute force assault. The suggested approach may be extended to clustering the address&#39;s first x ≤ 32 bits. The 

notion is that certain IP addresses are assigned first, followed by others in a cyclical pattern. By analysing IP addresses in the 

time series, a Markov transition matrix is utilised to record the most plausible transition of IP address groups Ak across clusters, 

forming a prediction set. 

5. Evaluation 

Subsection V-B examines the IP address data acquired, whereas Subsection V-C discusses the findings of simulated attack 

trials. Subsection V-D investigates the impact of mixing IP addresses from several regions to expand the address space. Finally, 

in Subsection V-E, parallelized assaults are discussed.  

TABLE 1. Summary of IP addresses collected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Data Collection We utilised an AWS user profile and a GCP user account to assign and record IP addresses at defined time 

frames using tools available to average users (At the time of the study, a GCP user account was established, and an AWS ac-

count that had previously been created was utilised). Amazon Internet Services: AWS only permits customers to establish a 

total of five elastic IP addresses that may be paired with an EC2 instance (an AWS virtual machine) and then disconnected and 

reused for another instance. 

Google Cloud Platform: GCP has a different policy: you can only generate one universal elastic IP address at a time. As a re-

sult, obtaining elastic IP addresses in GCP for the intent of obtaining a varied collection of IP addresses was not feasible at the 

time of this investigation. Instead, five virtual machines were created to capture IP addresses, then the virtual machines were 

destroyed and new ones were created. 

B. Analysing Collected IP Address:This section provides a statistical summary of the data collected, exposing some details 

about how AWS and GCP assign IP addresses. The purpose of this subsection is to look at data sequences for three-byte prefix-

es in particular (IP addresses first 24 bits). The obtained data is then utilised to anticipate three-byte prefixes in Subsection V-C.  

Region Days Total IP Ad-

dresses 

Different IP Addresses 3-byte prefix-

es 

AP-NORTHEAST-1 46 30,689 7,236 235 

CA-CENTRAL-1 42 28,578 15,836 439 

EU-WEST-1 109 120,142 7,812 550 

EU-WEST-3 43 29,309 13,766 203 

SA-EAST-1 45 30,187 2,143 88 

US-EAST-1 63 44,405 38,744 1666 

US-WEST-1 46 30,965 3,907 258 

GCP 42 29,025 42 42 
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The term &quot;complete database&quot; refers to a collection of all conceivable three-byte prefixes in a certain cloud Com-

puter operating system area, subject to temporal constraints imposed by Ω (may be such a major hurdle Prefixes are only avail-

able to a certain number of users). There are two approaches to the analysis: (1) Counting the number of new data points rec-

orded each day (Fig 2), and (2) Counting the number of potential values in the most recent byte Each three-byte prefix seen 

(Table III) New 3-byte prefixes seen in each days of data collection for each region 

 

 
 

FIGURE 2. Daily new three-byte prefixes in each dataset. 

 

TABLE 2. Days in ascending order 

 

Region Days Days to observe all 3-byte 

prefixes 

Days with no new 3-byte prefix 

AP-NORTHEAST-1 46 11 38 

CA-CENTRAL-1 42 6 35 

EU-WEST-1 109 54 88 

EU-WEST-3 43 40 23 

SA-EAST-1 45 14 37 

US-EAST-1 63 34 38 

US-WEST-1 46 20 37 

GCP 42 39 17 

 

TABLE 3. The number of days until no more new three-byte prefixes are observed in the remainder of the dataset (second 

column), and the number of days in which no previously-unobserved three-byte prefixes  are observed (third column). 

Region Max. Min. Mean Median 

AP-NORTHEAST-1 75 1 31 30 

CA-CENTRAL-1 66 8 36 36 

EU-WEST-1 56 1 14 12 

EU-WEST-3 174 1 68 63 

SA-EAST-1 139 1 24 14 

US-EAST-1 55 1 23 22 

US-WEST-1 91 1 15 14 

GCP 1 1 1 1 
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TABLE 4.  Statistical summaries for the number of values observed in the last byte for each three-byte prefix. 

       Region      

Max. 

         

Min. 

        

Mean 

       

Median 

AP-NORTHEAST-1 0.01 ≈ 0 0.00425 0.004 

CA-CENTRAL-1 0.005 0.001 0.00229 0.002 

EU-WEST-1 0.007 ≈ 0 0.00179 0.0015 

EU-WEST-3 0.012 ≈ 0 0.0049 0.005 

SA-EAST-1 0.067 ≈ 0 0.01136 0.007 

US-EAST-1 0.002 ≈ 0 0.00066 0.001 

US-WEST-1 0.024 ≈ 0 0.00384 0.003 

GCP 0.076 ≈ 0 0.02379 0.018 

 

TABLE 5. Relative frequencies of three-byte IP prefixes. The value in each cell is computed by dividing the number of 

occurences of each unique IP prefixes in a region by the total number of recorded IP prefixes. ≈ 0   indicates less than 0.0001. 

Region H1 H2 H3 H Max. 

AP-

NORTH-

EAST-1 

1.106 1.846 4.632 5.342 5.46 

CA-

CENTRAL-1 

0.692 0.699 5.462 6.049 6.084 

EU-WEST-1 0.961 2.162 5.06 6.058 6.31 

EU-WEST-3 0.565 0.565 5.05 5.06 5.313 

SA-EAST-1 0.654 0.661 3.724 3.887 4.477 

US-EAST-1 1.495 2.738 5.668 7.577 8.012 

US-WEST-1 1.16 1.62 4.993 5.364 5.553 

GCP 0.439 1.513 30182 3.364 3.738 

 

TABLE 6. Shannon entropy values provide a measure of diversity in the dataset. Hb is the entropy of byte b, while H is the 

entropy of the first three address bytes. The last column shows the maximum possible entropy for each region’s observations. 

The clustering attacker benefits from repetition in the database when selecting their target servers. For distinct three-byte pre-

fixes, the recurrence rate was calculated 

Region Max. Min. Mean Medium 

AP-

NORTH-

EAST-1 

13711 1 233 125 

CA-

CENTRAL-1 

7346 1 432 293 

EU-WEST-1 40916 1 546 277 

EU-WEST-3 26801 1 198 98 

SA-EAST-1 8917 1 87 21 

US-EAST-1 31383 1 1582 1013 

US-WEST-1 14203 1 255 141 

GCP 27165 1 25 7 
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TABLE VI: Gaps between three-byte prefixes’ repetitions. Within each region, for each unique three-byte IP prefix, the re-

ported statistic is for the number of three-byte prefixes recorded between every repetition of the three-byte IP prefix. 

C. Attack Simulation 

Refreshing IP loop addresses are used by moving target defences to distract attackers. A set of My IP Addresses 0 Requested 

from IP S addresses are changed throughout each refresh cycle. Remember that this is the study's main objective. is to forecast 

IP Addresses in S 0, on each refreshing cycle, using data gathered from AWS and GCP. The efficiency of each assault tech-

nique depends on whether N = 1 or N > 1, measured by one or the quantity of hypotheses needed to forecast More prefixes. The 

assault repeats on the target network. Attack repetition begins and ends at the start of each refreshing cycle if all N hosts are 

successfully identified and attacked, or if there are no prefixes to try. 

D. Enlarging the Address Space 

Three-byte prefixes are often repeated by the function, as the findings of the preceding section reveal. Although fixing this issue 

is outside the scope of this project and will need in-depth study, there may be a quick fix. Increase the amount of the address 

space that is available. One way is to alter the IP address of the target server at random. One method is to request addresses 

from several areas. The experiment was well planned. The purpose is to replicate a self-defense strategy for obtaining IP ad-

dresses from several different sites. 

E. Parallel attacks  

The attack model variation and the process of reducing the IP address prediction time are parallel. The attack can be parallelized 

to a specific target server; there are three ways to do this: 

1) Parallel attacking arsenal for a single attacker, 

 2) No information shared within multiple independent attackers, and  

3) Multiple attackers coordinated attack. 

This reduces the time required to predict a parallel attack and execute target IP address but simultaneous attempts many hosts. 

 
FIGURE 2. Performance of simulated attack iterations. 

On each box plot, the x-axis shows the attack strategy, and the y-axis shows the number of guesses from the prediction list to 

predict the current prefixes used by the target server (not that the scales on the y-axis vary widely across the regions). Each box 

shows the minimum and the maximum (the whiskers), the median (the horizontal line in the rectangle), and the second and the 

third quartiles (the rectangle). 

F. Study Limitations 

In cloud computing pages the used space is seen as limited when scoured through tests and database. Moving target Security 

system prediction is still affected even if IP address assignment is random and unavailable. Attackers can easily design other 

methods to collect data given enough resources and time, it can disclose more formats, to collect even larger datasets in the da-

ta. 

6. Conclusion 

Possibility to predict IP addresses assigned by the cloud System operating systems are dangerous for moving target security It 

considers IP address allocations provided by cloud services very unpredictable. IP address assignments can be reliably pre-

dicted by an attacker. Thus, when IP addresses are being allocated while designing moving target security systems with a key 

mechanism it should be carefully considered to maximize entropy disable accurate predictions on attackers of selected IP ad-

dresses. 
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