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Abstract. There are e-banking websites that ask users to provide sensitive data such as username, password & Credit card 

details, etc., often for malicious reasons. It will lead to information disclosure and property damage. Large organizations may 

get trapped in different kinds of scams. They may also lose its reputation of the organization. To detect and predict e-banking 

phishing websites, we proposed an intelligent, flexible and Effective system that’s based on using classification algorithms. 

Decision tree classifiers and various algorithms will be used for making accurate predictions on phishing websites. A web 

service is one of the most important Internet communications software services. Using fraudulent methods to get personal 

information is becoming increasingly wide spread these days. However, it makes our lives easier, it leads to numerous security 

vulnerabilities to the Internet's private structure. Web phishing is just one of the many security risks that web services face. 

Phishing assaults are usually detected by experienced users however, security is a primary concern for system users who are 

unaware of such situations. Phishing is the act of portraying malicious web runners as genuine web runners to obtain sensitive 

information from the end-user. Phishing is currently regarded as one of the most dangerous threats to web security. Vicious 

Websites significantly encourage Internet criminal activity and inhibit the growth of Web services. As a result, there has been 

a tremendous push to build a comprehensive solution to prevent users from accessing such websites. We suggest a literacy-

based strategy to categorize Web sites into three categories: begin, spam, and malicious. Our technology merely examines the 

Uniform Resource Locator (URL) itself, not the content of Web pages. As a result, it removes run-time stillness and the risk 

of drug users being exposed to cyber surfer-based vulnerabilities. When compared to a blacklisting service, our approach 

performs better on generality and content since it uses learning techniques. Keywords: - Phishing, classification algorithm, 

Threats to web security. 

1. Introduction 

There are a number of users who purchase products online and make payments through e-banking. There are e-banking 

websites that ask users to provide sensitive data such as username, password & credit card details, etc., often for malicious 

reasons. This type of e-banking website is known as a phishing website. Web service is one of the key communications 

software services for the Internet. Web phishing is one of many security threats to web services on the Internet. To preserve 

confidentiality, to protect the user from phishing websites, to develop a user-friendly environment, to prevent or mitigate 

harm or destruction of computer networks, applications, devices. 

2. Literature Review 

 In this section, few of the research works that deploy the above-mentioned algorithms are reviewed and their 

results are summarized. 

     Rishikesh Mahajan and Irfan Siddavatam chose three algorithms for classification–Decision Tree, Random Forest 

and Support Vector Machine. Their dataset contained 17,058 benign URLs and 19,653phishing URLs collected from 

Alexa website and Phish Tank respectively, with 16 features each. The dataset was divided into training and testing set 

in the ratios 50:50, 70:30 and 90:10 respectively. The accuracy score, false negative rate and false positive rate were 

considered as performance evaluation metrics. They achieved 97.14% accuracy for Random Forest algorithm with the 

lowest false negative rate. The paper concluded that accuracy increases when more data is used for training. 

    Jitendra Kumar et al. in trained different classifiers like Logistic Regression, Naive Bayes Classifier, Random Forest, 

Decision Tree and K-Nearest Neighbor based on the features extracted from the lexical structure of the URL. They 

created the dataset of URLs in such a way that it solved the issues of data imbalance, biased training, variance and 

overfitting. The dataset contained an equal number of labeled phishing and legitimate URLs, and was further split in 

the ratio 7:3 for training and testing. All the classifiers had almost the same AUC (area under ROC curve), but the 

Naive Bayes Classifier turned out to be more suitable as it had the highest AUC value. Naive Bayes achieved the 

highest accuracy of 98% with a precision=1, recall=0.95 and F1-score=0.97. 

 Mehmet Korkmaz et al. proposed in a machine-learning based phishing detection system by using 8 different algorithms 

on three different datasets. The algorithms used were Logistic Regression (LR), K-Nearest Neighbor (KNN), Support 

Vector Machine (SVM), Decision Tree (DT), Naive Bayes (NB), XGBoost, Random Forest (RF) and Artificial Neural 

Network (ANN). It was observed that the models using LR, SVM and NB have low accuracy rate. In terms of training 

time, NB, DT, LR and ANN algorithms gave better results. They concluded that RF or ANN Algorithm may be used 
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because of less training time along with a high accuracy rate. So these algorithms are preferred for machine learning 

based phishing detection. 

3. Proposed System 

 We collect the dataset required to train our model from Kaggle. We split the dataset into 80% for training and20% for 

testing and evaluating our model. Next we pre-process the dataset by imputing missing values and performing outlier 

treatment. We pass this dataset and train our model using SVM, Decision Tree, Random Forest, XG Boost Algorithm-

CatBoost Classifier. Finally we perform Stacking of above algorithms to predict it’s a Phishing site or not. 
 

 

 
FIGURE 1. Architectural Diagram 

4. Methodology 

User Interface: User can paste link to check that the website is spam or not. 

Data Collection: 

 The dataset is collected from kaggle dataset. 

 The dataset consist with 11057 rows respectively. 

 The dataset contains 31 features. 

 Data Preprocessing: Converting categorical data into numerical data through one-hot encoding. Using imputation the 

missed values in the dataset are cleaned. Using log transform the skewed data is transformed to normal form. 

 Model Training: SVM Algorithm: SVM is a Supervised Machine learning algorithm, it requires labelled data to be 

trained and it will achieve the best separation of data with the boundary around the hyperplane. 

 Random Forest: Random forest is a Supervised Machine Learning Algorithm that is used widely in Classification and 

Regression problems. It builds decision trees on different samples and takes their majority vote for classification and 

average in case of regression. 

 Decision Tree: Decision tree divide the data set into smaller data sets based on the descriptive features until we reach 

a small enough set that contains data points that fall under one label. 

 XG Boost (CatBoost): CatBoost is an algorithm for gradient boosting on decision trees. During training, a set of 

decision trees is built consecutively. Each successive tree is built with reduced loss compared to the previous trees. The 

number of trees is controlled by the starting parameters. 

 Flask Integration: User Interface and our model is been connected by using python flask. 
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5. Result and Discussion 

FIGURE 2. User Interface 

 

 
FIGURE 3. Entering the URL 

 

               FIGURE 4. Safe site 
 

 
FIGURE 5. Phishing site 
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6. Conclusion and Future Scope 

It can be concluded with confidence that the cat boost classifier which has high accuracy rate and it makes prediction 

efficiently. Where the user can enter their URL or link to make prediction as it is a phishing link or not. 
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