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Abstract. Distributed Cloud Computing Storage has come up as a service that can expedite data owners (DO) to store 

their data remotely according to their application or data or file environment. However, insecure data storage, high 

uploading bandwidth, integration issues of DCS has breached the trustworthiness of the user to store data. In order to 

conquer the challenge, the work has developed a data Deduplication and portability-based secure data storage in DCS. 

The work aids to remove unwanted data and selects the most relevant features to avoid data loss by using GK-QDA 

Feature Reduction Method and HFG feature selection method. The selected cloud server for the respective data or 

application is analyzed for redundant data by data duplication using a whirlpool hashing algorithm followed by a hash 

chaining algorithm. Finally, to minimize the integration issues while moving the encrypted data between the DCS, the 

work has developed an LF-WDO technique. An experimental analysis has showed an enormous result by achieving a 

computation time of 2987 ms as compared to the existing methods.   

Keywords: Gaussian Kernel –Quadratic Discriminate Analysis (GK-QDA), hybrid forest genetic algorithm (HFG), Levy 

Flight – Wind Driven Optimization Algorithm (LF-WDO) 

1. Introduction 

  As one of the momentous technology, the distributed storage used in cloud computing has enabled aggregate remote data 

storage. Hulk and ascendable cloud-based storage is provided for the users from the cloud vendors. [1, 2, 3]. However, the 

security affairs are still an obstacle for enterprises that caused by the operations on cloud side [4, 5]. Recently many works 

have been done related to distributed cloud storage (DCS) such as Mass Distributed Storage (MDS) [6, 7] using a Fully 

Homomorphic Encryption (FHE) and ABE as a security policy, Security-Aware Efficient Distributed Storage (SA-EDS) etc, 

[8, 9]. Even though many techniques have been developed, but still there remains to be a challenge of storing the data securely. 

The distributed cloud storage peculiarities result in more liability during data transmissions by malignant interventions or abuse 

activities [10]. After all the risks deriving from different network layers are somewhat fully addressed, therefore, it is a confront 

obstacle to efficiently secure distributed data in cloud systems. This work has proposed a data Deduplication and portability 

based protected data storage in distributed cloud computing (DCC) to provide a secure data storage in distributed cloud 

computing [11]. The carry-over of the paper is trace as follows: Section 2 reviews and discusses the related works based on 

secure data storage in DCC, Section 3 describes the proposed methodology, the speculative analysis of the proposed 

methodology is performed in section 4, and finally, Section 5 concludes the proposed method with future scope. 

 

2. Literature Survey 

Yibin Li et al. [12] developed a Security-Aware Efficient Distributed Storage (SA-EDS) model, which was mainly 

supported by the developed algorithms that included Alternative Data Distribution (AD2) Algorithm, Secure Efficient Data 

Distributions (SED2) Algorithm and Efficient Data Conflation (EDCon) Algorithm. Even though the approach provided with 

secure data storage but when the selection of cloud server was inaccurate. Esther Daniel et al. [13] presented an integrity 

verification and Deduplication of outsourced data with a lightweight auditing method. The developed scheme combined 

hashing and symmetric encryption with a renovated distributed hash table data structure, which enabled dynamic operations 

of the data efficient, also shortened the communication and computation struggle for integrity verification. The encryption 

scheme was not that secure to overcome external malicious attacks. Nabeil Eltayieba et al. [14] developed to provide secure 

data sharing accompanying the concept of blockchain with attribute-based signcryption in the cloud environment. The strategy 

satisfied the security obligations such as confidentiality and enforceability, of cloud computing. Further, by its nature wrong 

results returned as in the traditional cloud server this smart indenture solved the problem of cloud storage. But the scheme was 

highly complex and was inaccurate. Gagangeet Singh Aujla et al. [15] advanced secure storage, verification, and auditing 

(SecSVA) of big data in a cloud environment based on Kerberos-based identity verification and authentication, and Merkle 

hash-tree-based trusted third-party auditing on the cloud. Even though the approach enhanced with data Deduplication but 

portability issue leaded to slow down of the approach. 
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3. Proposed Secured Data Storage in Distributed Cloud Computing 

In cloud storage, the data Deduplication method is used to reduce the upload bandwidth and storage zone by removing the 

data clones from the cloud service provider (CSP) but data Deduplication is a challenge in DCS. To overcome such challenges, 

we proposed a secure data Deduplication system and portability with distributed cloud server as shown in figure 1. 

 

 
FIGURE 1. Proposed secure data storage in DCS 

 

4. Distributed Cloud Server 

The distributed cloud server provides storing the data and retrieving it at the time of use. But storing and retrieving is a 

difficult task in distributed cloud computing due to mass data, irrelevant data, complex data, etc. The work has developed a 

Gaussian Kernel -QDA and Forest Genetic Algorithm for reduction of irrelevant features from extracted features and selection 

of distributed cloud servers. Feature extraction The initial phase of the proposed work that extricate the various features from 

file and distributed cloud server. The feature like Task Cost, Speed, Weight, etc. parameters is extracted from the splitted file. 

In the same way, the features or accessories information like CPU resources, memory resources, and storage resource 

Processing speed and cycle are extracted from the distributed cloud server. Feature Reduction Feature Reduction contributes 

towards reducing the unwanted features from the extracted features of both file as well as distributed cloud server. As the 

existing feature reduction technique led to some amount of data loss; to conquer this problem, the work has developed a 

Gaussian Kernel -QDA Algorithm. 
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Where   and k
 denotes the mean and covariance matrix, )( is the given input features, )( is the Gaussian 

kernel function that converts the input features into correlation matrix. The techniques obtain the reduce feature: 
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5. Selection of Distributed Cloud Server 

The proposed work is proffered by the feature selection process to tap the cloud server that is by selecting most of the 

paramount features from the condensed features to reduce the model accuracy, eliminate the insignificant features that may 

also lead to more computational time. To ameliorate the extracted feature, the work has developed a Hybrid Forest Genetic 

Algorithm (HFG) stated below: 

Step1: Initialize the forest or file features ( Randt  ) with the random trees or cloud server ( T ) which consists of 

 1D  dimensions vector of feature . Initially, the age of the trees is set to zero ( 0age

T ), thereafter, the local solution

)( tT LSC   is evaluated within the range of }1,0{t  
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Step2: For evaluating the local solution crossover  nct  ,...,,, 4321 and mutation is performed on the trees 

and the mutated value is selected  ntm rrrrrr ,...,,,)( 4321 . Thereafter increment the Tree age by 1. 

Step3: Now global seeding is done for the selected tree and random selection of tree is done using GSC parameters

 )( tT rGSC . Then, the value of each selected variable will be negated (changing from 0 to 1 or vice versa). Based on 

the trees global search is done over the global space and best tree is updated. Thus, End of the iteration after obtaining a best 

tree (cloud server) as a substrate of the best selected features (file features)  **
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6. Data Deduplication 

Data Deduplication in Cloud server is generated by the hash code for the appropriate split file using Whirlpool Hashing 

Algorithm. Next, the cloud server checks the hash value availability using the Hash Chaining Technique in the distributed 

cloud server. If it is available, then the cloud server refers to the stored file location path. If it is unavailable, then the cloud 

server performs the compression and encryption to store the data. Initially, the selected file features are converted into the hash 

function using whirlpool given by the file  **
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Where, 0  is the function that is going o generate hash value i   is the hash value generating for the given features,  is 

the constant function,
*

11,ri  denotes the previous hash value chaining with the blocks 
*

1r  and at last si  is checked 

whether the same hash value is obtained or not. portability Cloud application portability provides an ability to move encrypted 

data between cloud servers with a minimum level of integration issues with a particular time interval to improve the security 

of the encrypted data. This phase was done by using Levy Flight – Wind Driven Optimization Algorithm. To replace the 

selection of random position and velocity, the levy flight technique will be replaced in the WDO algorithm. 

Step 1: Initially the feature follows Newton’s second law of motion based on temperature and air pressure. Now, based on the 

moving air force constant, the equation is formulated, such as pressure gradient force vpg  , gravitational force

avrg  , Coriolis force uc  2 , friction force urf  .    

Step 2: Based on the equation all the forces are summed together and equated in equation 7 thereafter velocity and position of 

the air parcel is obtained using equation 8-10: 
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Where, newu  denotes the updated  air velocity which depends upon the current air velocity oldu ,  oldr  is the current search  

space features of the file with allocated cloud server, max and old  states the maximum pressure and pressure at the current 

location ,  and   is the constants, maxr states the cloud server facing any problem for storing the file ,  
lf  represents the 

levy flight distribution for updating the time step ,  )(krnew  is the probabilities of step addition of the random variables and 

2,0 .thus from the above technique the files are allocated to new cloud server( newr ) due to some issues in the existing 

servers( oldr ). 

7. Results and Discussion 

The projected framework is validated based on various metrics along with various existing algorithms in order to observe 

the efficiency of the framework towards secure data storage in DCS. Performance analysis of the proposed FGA based on 

various metrics The analysis elaborates the evaluation based on waiting time, process time, response time, and turnaround time 

for the proposed FGA along with the existing horse optimization algorithm (HOA), Lion optimization algorithm (LOA), 

Genetic Algorithm (GA), Forest optimization algorithm (FOA). The evaluation is exhibited in table 1. 
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TABLE1 1. Evaluation of proposed FGA for different metrics 

Metrics/techniques Waiting Time Process Time Response Time Turn Around Time 

HOA 3452 3214 6754 6457 

LOA 3124 3020 6186 6124 

GA 2865 2651 5214 5647 

FOA 2345 2124 4421 5214 

Proposed FGA 2143 2005 4002 4876 

 

Table 1 states that the scheduled FGA tends to achieve a waiting time of 2143 ms, the process time of 2005 ms, the response 

time of 4002 ms, and Turnaround time of 4876ms, which is faster and has reduced computational complexity as compared to 

the existing methods, which achieve a metrics value ranging between 2124 ms-6754ms.Performance analysis of the proposed 

whirlpool-HCT based on Hash code generation time The proposed whirlpool-HCT is analyzed based on the time taken for 

generating the hash code. The graphical analysis of the proposed whirlpool-HCT vs. Hash code generation time is exemplified 

in figure 2  

 
FIGURE 2. Graphical demonstration of proposed whirlpool-HCT based on hash code generation 

 

From figure 2, it can be exemplified that the proposed Whirlpool-HCT algorithm takes an average time of 2180 ms for a 

file size of average 6000kb to generate a hash code, whereas the existing BLAKE512, SHA512, Spectral hash, and SWIFFT 

tends to achieve an average time of 2939ms, 6847ms, 2791ms, and 2351ms to generate a hash code for an average file size of 

600kb. Thus, the proposed methods tend to consume less time as well as remain to be more secure to store data as compared 

to the existing methods. Performance analysis of the proposed LF-WDO based on Computation time Based on computation 

time, the proposed LF-WDO is validated along with the existing methods, such as Spider Monkey Optimization Algorithm 

(SMOA), Grey Wolf Optimization Algorithm (GWOA), Brownian Motion Bat Optimization Algorithm (BMBAT), and Wind 

Driven Optimization Algorithm (WDO). The graphical analysis of the proposed whirlpool-HCT vs. Hash code generation time 

is illustrated in figure 3. 

 
FIGURE 3. Graphical demonstration of proposed LF-WDO based on computation time 

From figure 3, it can be illustrated that the proposed LF-WDO algorithm takes a Computation time of 2987ms to process 

the entire portability of CS, whereas the existing SMOA, GWOA, BMBAT, and WDO tends to achieve a computation time of 
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4468ms, 4257ms, 3687ms, and 3241ms, which comparatively consumes more time than the proposed algorithm. Thus, the 

proposed LF-WDO tends to be robust and secure to solve the integration issues faced between encrypted data and DC 

8. Conclusion 

  The paper has developed a data Deduplication and portability-based secure data storage in distributed cloud computing. 

The effort has mainly concentrated on data Deduplication and portability of data in order to reduce the upload bandwidth, 

storage space, malicious attacks, integration issues, etc. The proposed methods reduce the irrelevant data of file or DCS and 

select the most appropriate features needed for allocating storage in DCS Using GK-QDA Algorithm and Forest Genetic 

Algorithm. Thereafter, copied data from CSP is removed using hash code generation and data duplication using the whirlpool 

algorithm following the hash chaining algorithm. Finally, for avoiding the portability issues, the work has developed an LF-

WDO. Experimental analysis has achieved an better outcome while considering response time of 4002 ms and computation 

time of 2987 MS as correlated to existing expedient methods. 
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