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Abstract: The objective of the project is to Detect and Recognize Human Facial Features via a Camera. The basic 

concept of this project is:- To convert the input image to HSV format to extract the binary image and additionally  

remove the noise from binary image using morphological operations and finally then contours are used to segment 

out the region of interest and further the region is analyzed to get the final result. While biometric data is generally 

considered one of the most reliable authentication methods, it also carries significant risk. That’s because if 

someone’s credit card details are hacked, that person has the option to freeze their credit and take steps to change 

the personal information that was breached. What do you do if you lose your digital ‘face’? Around the world, 

biometric information is being captured, stored, and analyzed in increasing quantities, often by organizations and 

governments, with a mixed record on cybersecurity. A question increasingly being asked is, how safe is the 

infrastructure that holds and processes all this data? As facial recognition software is still in its relative infancy, the 

laws governing this area are evolving (and sometimes non-existent).  
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1. INTRODUCTION 

Facial recognition is a way of identifying or confirming an individual’s identity using their face. Facial recognition systems 
can be used to identify people in photos, videos, or in real-time. Facial recognition is a category of biometric security. 
Other forms of biometric software include voice recognition, fingerprint recognition, and eye retina or iris recognition. The 
technology is mostly used for security and law enforcement, though there is increasing interest in other areas of use. The 
use of facial recognition technology has increased dramatically in the last few years with new products and applications 
being conceived and released every day. Once science fiction, this exciting and strong area of growth is quickly becoming 
a real-world reality. The COVID-19 pandemic has also accelerated the need for many industries to embrace the 
opportunities presented by facial recognition technology. Contactless experiences will become the norm as a way for 
businesses to offer customers and staff a safer experience when interacting with their business. From boarding a plane to 
buying a burger, we can expect facial recognition to become more integrated in our day to day lives. Of course, many of 
us are already used to daily interactions using facial recognition. Many of today’s smart phones come equipped with facial 
recognition technology to unlock them seamlessly and without the need for contact. At NEC, we’ve been leading the field 
in facial recognition technology since the late 1980s and have contributed to its many advancements throughout the years. 
A lot has changed in that time, so we thought we’d list the 5 most common uses of facial recognition to demonstrate just 
how widespread and vital this form of technology has become. 

2. LITERATURE SURVEY 

Facial Action Recognition for Facial Expression Analysis From Static Face Images—Automatic recognition of facial 
gestures (i.e., facial muscle activity) is rapidly becoming an area of intense interest in the research field of machine vision. 
In this paper, we present an automated system that we developed to recognize facial gestures in static, frontal- and/or 
profile-view color face images. A multidetector approach to facial feature localization is utilized to spatially sample the 
profile contour and the contours of the facial components such as the eyes and the mouth. From the extracted contours of 
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the facial features, we extract ten profile-contour fiducial points and 19 fiducial points of the contours of the facial 
components. Based on these, 32 individual facial muscle actions (AUs) occurring alone or in combination are recognized 
using rule-based reasoning. With each scored AU, the utilized algorithm associates a factor denoting the certainty with 
which the pertinent AU has been scored. A recognition rate of 86% is achieved. [2]Simultaneous Facial Feature Tracking 
and Facial Expression Recognition —The tracking and recognition of facial activities from images or videos have attracted 
great attention in computer vision field. Facial activities are characterized by three levels. First, in the bottom level, facial 
feature points around each facial component, i.e., eyebrow, mouth, etc., capture the detailed face shape information. 
Second, in the middle level, facial action units, defined in the facial action coding system, represent the contraction of a 
specific set of facial muscles, i.e., lid lightener, eyebrow raiser, etc. Finally, in the top level, six prototypical facial 
expressions represent the global facial muscle movement and are commonly used to describe the human emotion states. In 
contrast to the mainstream approaches, which usually only focus on one or two levels of facial activities, and track (or 
recognize) them separately, this paper introduces a unified probabilistic framework based on the dynamic Bayesian network 
to simultaneously and coherently represent the facial evolvement in different levels, their interactions and their 
observations. Advanced machine learning methods are introduced to learn the model based on both training data and 
subjective prior knowledge. Given the model and the measurements of facial motions, all three levels of facial activities 
are simultaneously recognized through a probabilistic inference. Extensive experiments are performed to illustrate the 
feasibility and effectiveness of the proposed model on all three level facial activities [3] Facial Expression Recognition 
with Convolutional Neural Network— Emotions are a powerful tool in communication and one way that humans show 
their emotions is through their facial expressions. One of the challenging and powerful tasks in social communications is 
facial expression recognition, as in non-verbal communication, facial expressions are key. In the field of Artificial 
Intelligence, Facial Expression Recognition (FER) is an active research area, with several recent studies using 
Convolutional Neural Networks (CNNs). In this paper, we demonstrate the classification of FER based on static images, 
using CNNs, without requiring any pre-processing or feature extraction tasks. The paper also illustrates techniques to 
improve future accuracy in this area by using preprocessing, which includes face detection and illumination correction. 
Feature extraction is used to extract the most prominent parts of the face, including the jaw, mouth, eyes, nose, and 
eyebrows. Furthermore, we also discuss the literature review and present our CNN architecture, and the challenges of using 
max-pooling and dropout, which eventually aided in better performance. We obtained a test accuracy of 61.7% on FER2013 
in a seven-classes classification task compared to 75.2% in state-of-the-art classification. Facial expressions are essential 
to human social communication, as this communication is both verbal and non-verbal. 

3.  TECHNOLOGY USED 

The various use of facial recognition is given below: - 

3.1 Unlocking Phones: Various phones, including the most recent iPhones, use face recognition to unlock the device. The 

technology offers a powerful way to protect personal data and ensures that sensitive data remains inaccessible if the phone 

is stolen. Apple claims that the chance of a random face unlocking your phone is about one in 1 million.   

3.2 Law Enforcement: Facial recognition is regularly being used by law enforcement. According to this NBC report, the 

technology is increasing amongst law enforcement agencies within the US, and the same is true in other countries. Police 

collects mugshots from arrestees and compare them against local, state, and federal face recognition databases. Once an 

arrestee’s photo has been taken, their picture will be added to databases to be scanned whenever police carry out another 

criminal search. Also, mobile face recognition allows officers to use smartphones, tablets, or other portable devices to take 

a photo of a driver or a pedestrian in the field and immediately compare that photo against to one or more face recognition 

databases to attempt an identification. 

3.2 Airports and Border Control: Facial recognition has become a familiar sight at many airports around the world. 

Increasing numbers of travellers hold biometric passports, which allow them to skip the ordinarily long lines and instead 

walk through an automated ePassport control to reach the gate faster. Facial recognition not only reduces waiting times but 

also allows airports to improve security. The US Department of Homeland Security predicts that facial recognition will be 

used on 97% of travellers by 2023. As well as at airports and border crossings, the technology is used to enhance security 

at large-scale events such as the Olympics. 

3.3 Finding Missing Persons:Facial recognition can be used to find missing persons and victims of human trafficking. 

Suppose missing individuals are added to a database. In that case, law enforcement can be alerted as soon as they are 

recognized by face recognition — whether it is in an airport, retail store, or other public space. 
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3.4 Reducing Retail Crime: Facial recognition is used to identify when known shoplifters, organized retail criminals, or 

people with a history of fraud enter stores. Photographs of individuals can be matched against large databases of criminals 

so that loss prevention and retail security professionals can be notified when shoppers who potentially represent a threat 

enter the store. 

3.5 Improving Retail Experiences: The technology offers the potential to improve retail experiences for customers. For 

example, kiosks in stores could recognize customers, make product suggestions based on their purchase history, and point 

them in the right direction. “Face pay” technology could allow shoppers to skip long checkout lines with slower payment 

methods. 

3.6 Banking: Biometric online banking is another benefit of face recognition. Instead of using one-time passwords, 

customers can authorize transactions by looking at their smartphone or computer. With facial recognition, there are no 

passwords for 11 hackers to compromise. If hackers steal your photo database, 'liveless' detection – a technique used to 

determine whether the source of a biometric sample is a live human being or a fake representation – should (in theory) 

prevent them from using it for impersonation purposes. Face recognition could make debit cards and signatures a thing of 

the past. 

4.  ARCHITECTURE DIAGRAM 

 

FIGURE1.A Architecture diagram 

 

FIGURE 2.B Project Flowchart 

5.  WORKING 

Many people are familiar with face recognition technology through the FaceID used to unlock iPhones (however, this is 

only one application of face recognition). Typically, facial recognition does not rely on a massive database of photos to 

determine an individual’s identity — it simply identifies and recognizes one person as the sole owner of the device, while 

limiting access to others. Beyond unlocking phones, facial recognition works by matching the faces of people walking past 

special cameras, to images of people on a watch list. The watch lists can contain pictures of anyone, including people who 

are not suspected of any wrongdoing, and the images can come from anywhere — even from our social media accounts. 

Facial technology systems can vary, but in general, they tend to operate as follows:  

Step 1: Face detection The camera detects and locates the image of a face, either alone or in a crowd. The image may show 

the person looking straight ahead or in profile.  
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Step 2: Face analysis Next, an image of the face is captured and analyzed. Most facial recognition technology relies on 2D 

rather than 3D images because it can more conveniently match a 2D image with public photos or those in a database. The 

software reads the geometry of your face. Key factors include the distance between your eyes, 22 the depth of your eye 

sockets, the distance from forehead to chin, the shape of your cheekbones, and the contour of the lips, ears, and chin. The 

aim is to identify the facial landmarks that are key to distinguishing your face.  

Step 3: Converting the image to data The face capture process transforms analog information (a face) into a set of digital 

information (data) based on the person's facial features. Your face's analysis is essentially turned into a mathematical 

formula. The numerical code is called a faceprint. In the same way that thumbprints are unique, each person has their own 

faceprint.  

Step 4: Finding a match Your faceprint is then compared against a database of other known faces. For example, the FBI 

has access to up to 650 million photos, drawn from various state databases.  

6.  RESULT 

The program is able to detect and recognize Student facial features and display them. The model is quite certain, namely 

with 99.19% certainty that the image shows a "Human Face". As a human we can definitely say this is wrong. From this 

we learn that a probability below 100% always needs to be questioned - even if it is very close to 100%. 

6.1 login page: The camera detects and locates the image of a face, either alone or in a crowd. The image may show the 

person looking straight ahead or in profile. 

 

FIGURE 3. A Login Page 

The login page requires the user to register and then login using the given id through which he has registered. The user 

data is stored in the local database and is again retrieved during the login time. The user does not need to register each time 

of login event. Acts as an outer security for data situated inside the program such that- each user gets allocated a separate 

database. 

6.2 Image Training, Detection and Recognition Page 

 

FIGURE 4. B Main Page 
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An Interactive page to create datasets, train the model and recognize the face in front of the cam has been implemented 

here. 

6.3 Attendance Page 

 

FIGURE 5.C Student Attendance page 

The noted attendance of the respective student in front of the image is displayed in this section. 

7.  CONCLUSION 

As the technology is booming with emerging trends therefore The Web Facial Login System which can possibly 

contribute to public welfare. The model is trained on an authentic dataset. We used OpenCV, Numpy and imutils to 

detect the shown Faces ad Recognize them. The models were tested with images and real-time video. The accuracy 

of the model is achieved and, the optimization of the model is a continuous process and we are building an accurate 

solution by tuning the hyper parameters. This specific model could be used as a use case for edge analytics. By the 

developing this system, we can recognise the given Face and would be of great help to the society.  
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